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ABSTRACT

This research aims to study the morphometric analysis of Al-Teeb fan in southeastern of
Iraq based on visual interpretation of the enhanced Landsat TM image which is linked to
digital interpretation by ArcGIS program after making georeferencing to them.
Drainage network was created from 30m (DEM) result from satellite data using GIS to
ArcGIS program was used to match the shape of the fan with its related discharge streams.
calculate the Morphometric measurements to clarify the characteristics of (areal, sharpness
and ruggedness).
The only five order streams indicate that fan received more water from rainfall as surface
runoff. The catchment area has been delineated by drainage pattern extracted from DEM
analysis. The analyses indicate the littleness in vegetation cover and high permeability and
therefore make increase the rain fall infiltration. The fan basin move away from the
circular form and the proximity of the elongated shape and so the basin has shape of
triangle. Also, fan basin surface has steep slope surface and gentle ruggedness terrain.
Key words: Fan morphometric, Remote sensing, GIS.
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INTRODUCTION

Alluvial fans commonly occur in regions of active
deformation and therefore often used as a proxy for
tectonic activity. On a Quaternary timescale alluvial-fan
evolution is strongly controlled by climate changes [1, 2]
and, in some cases, by base-level changes [3]. On a
longer timescale alluvial-fan depositional successions
are controlled by tectonically and climatically driven
environmental changes, as well as processes acting in the
catchment area [4].

GEOGRAPHICAL LOCATION OF THE STUDY
AREA

The study area (Al-Teeb fan) is located in the
southeastern of Iraq in Mesan governorate at longitude
46° 45" E- 47° 20" E and Latitude 31° 55" N- 32° 36 N
(Figure 1)

AIM OF STUDY

The aim of this study is using Landsat TM data and GIS
technique to delineate the Al-Teeb fan morphology and
made morphometric analyses of drainage system.

GEOLOGICAL SETTING

The study area is considering a part of Eastern
Mesopotamian Alluvial Fans which consist of Al-Teeb
fan, Alluvial Fans of Western Mesopotamian, and Tigris
River Alluvial Fan of Northern Mesopotamian. The three
fan unites have age of Pleistocene and lies within
Quaternary Sediments of Mesopotamian Zone as a part
of Quaternary Deposits (Figure 2). The fan comprises
gravelly and sandy sediments deposited by braided
rivers. The fan overlies the Bia Hassan formation which
outcrop in the mountainous area [5].

FAN MORPHOMETRY
Fans morphometry is Estimation is of two types of
shared measurements: First type is a linear scale
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measurement, such as, streams length of any order,
length of basin perimeter, relief and other measurement.
traditional
processes. In order to mechanize this process and to save
time, an attempt has been made to make use of DEM

These measurements are result from

- | E Absdy daoression fileg

. . snd marth sediments
30m by application of GIS technology [6]. Second type K P
of measurement consists of dimensionless numbers often ’ T Estarios sat¥ta
derived as ratio of length parameters like: length ratio, « =

bifurcation ratio, relief ratio, etc.
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Figure 2: Geologic map of study area illustred
distribution of major Quaternary unites [5].

Morphometric analyses of drainage basin provides
elegant description of the fan, and also serve as a
powerful mean of comparing the form and process of

drainage basin that may be widely separated in space
and time [7].

MORPHOMETRIC ANALYSES PROCEDURE

The fan boundaries are delineated from visual

interpretation of Landsat TM image (30m resolution)
(Figure 3) depends on tone and texture. Then catchment
area is usually delineated from drainage system shape
which created from 30m grid DEM [8].

The DEM (Digital Elevation Model) result from satellite
data was used to extract the drainage system by ArcGIS
(10.2) environment, (Figure 4). Therefore, the body fan
becomes obvious because of splitting the drainage
systems of fan from others of surrounding areas as
shown in Figure (4). Also, The GIS map of 30m grid
DEM (Figure 5) shows the tone differences between the
catchment area and other fan body.
After delineating the fan, the fan was intersected with
main drainage system network layer to get alluvial fan
with drainage system in order to compute all
morphometric calculations by ArcGIS program.
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Figure 3: The Landsat TM image illustrates Al-Teeb
fan boundaries.
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Figure 4: The GIS map shows the drainage system
created from 30m grid DEM

The whole calculations made by ArcGIS (10.2) program
and the results are automatically obtained, unless the
stream numbers. The stream orders selected by GIS and

computed by hand, because in ArcGIS the computed
stream numbers is more exaggerate than the selected
streams. The stream order divided by GIS into many
segments and each segment can give numbers so the
result is more different from the selected streams in
nature.

RESULTS AND DISCUSSION

1-Linear morphometric analysis

1-1 Stream order (u)

The fan analyses was follows Strahler's stream ordering
system, which defines each finger-tip channel as a
segment of first order, at the junction of any first order
segments they create second order stream. The second
order when joins another second order they create third
order and so on for the whole Orders [9, 10].
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Figure 5: The GIS map shows the tone differences
between the catchment area and other fan body

The GIS maps (Figures 6: a-e) show the stream ordering
progression of the fan. The stream ordering calculations
were made automatically by GIS for Al-Teeb fan as
showed in Table (1).
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Table 1: Stream numbers (Nu) and bifurcation ratio (Rb)

of alluvial fan basin
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Figure 6 (a-€): The stream ordering progression of the
fan.

Table (1) exhibit that fan was approximately composed
of five order streams which mean that the main streams
of this fan received more water from rainfall as surface
runoff.

1-2 Stream Number (Nu)

Stream numbers define as the count of stream channels
in each order. There is an inverse relationship between
stream order and stream number. When the stream order
is increased, then stream number is decreased and so on
[11], as exhibit in Table (1).

The stream numbers are selected by GIS software and
calculated manually as it illustrated above.

1-3 Bifurcation ratios (Rb)

The Bifurcation ratio is defined as the ratio of number of
stream of any given order to the number of stream in
next higher order [12].

The mean specific bifurcation ratio ranges (3-5) and it is
the specific basin values, depends on climatological,
lithological, geological developments of the drainage
basin [13]. High value is due to the dormant of the
geological structure and the shape of the basin moves
away from the circular form [14], peak discharges are
very few because of the time period for the arrival of
rain water to main valleys up quickly [6]. Bifurcation
ratio ranges (3-4) indicating universal range of maturely
dissected drainage basin [15].The low value means that
the geological structures don’t distort the drainage and
the shape of the basin is circular and the peak discharges
are large because of the time period for the arrival of rain
water to main valleys be long [6]. Table (1) shows that
the mean Bifurcation ratio was (3.475).

1-4 Stream lengths (Lu)

The stream length is the important hydrological features
of the basin because it reveals surface runoff
characteristic of the area. In general the total lengths of
the first order streams have high values than other orders
and then decreases as stream order increase [6].

Table (2) exhibit the total length of streams in selected
fan basin was (16.15) km, and the mean that have direct
relation with fan basin area, indicates the increase in
stream length with the increase in fan basin areas. The
first order stream segment is shorter than the high stream
order, slope become gentler and the streams almost lie
on plain surface.

Table 2: Linear morphometric analysis

e bt l b ade  Thadl - B=Zran |
Fan  Stream kagth in sach oniler Total Strsam length ratis (RL) Basin |

namw | (L) (Ka) | Kam) |

A | | |
LELY '§ 360 1207 (15| 002 1815 06 044 (072|001 | Gis
fan

1-5 Stream length ratios (RL)

(RL) is the ratio of length (Lu) of segments of order (u)
to the length of segments of the lower order (Lu-1) [12].
Stream length ratio (RL), increases with increasing of
stream order (Table 2), but others don’t show this
relation. This is due to lithology, soil cover and
topographic factors that control on the different parts of
the fan basin. Table (2) exhibit stream length ratio (RL)
values are near to each other, except one.

1-6 Basin lengths (L)

Define as the straight line from the mouth of the whole
fan basin to the farthest point on the toe of the fan basin
[12]. This had been done by measuring tool in GIS-
program. Table (2)

1-7 Basin perimeters (P)

Defined as the total length of the whole fan basin
boundary, and is measured by measuring tool in GIS-
program, as showed in Table (3).

Table 3: Shape characteristic of Al-Teeb fans basin

Yol . .
" Total Numerical

Fan stream e Longitudinal T
name (‘:::] length S draimage i Parineter
2 of all {1l densitv(1LD) (‘[)). (k)
orders | (1/Km) P i
orders =
(km) [
Al Tech 21788 | 1613 1391 0.007 064 ot 14

fan

2- Areal morphometric analysis

The area of the fan has great importance, because they
directly affect the volume of water runoff, and it is
known that fan basin varies in size according to the
variation in climatic conditions, type of rocks, earth
movements, terrain and time. So that fan basin tends to
increase its area as it becomes active by increasing water
erosion under wet climatic conditions.
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If the rock is fragile, easily eroded and exposed to
ground motions, contributed the low lands adjacent or
raise the other which causes the base level change in the
other fan basins.

Catchment area is defined as the collecting area from
which water goes to a stream. The boundary of the area
is determined by ridge separating water flowing in
opposite direction [16].

2-1 Longitudinal Drainage density (LD)

The longitudinal drainage density is defined as the total
stream lengths of all orders within the whole fan basin to
the whole fan basin area [17]. As equation:

LD = Lu/ A & Where LD = Longitudinal drainage
density,

Lu = Total stream length of all orders (km), A = Area of
the whole fan basin (km?). Table (3) shows the (LD)
value (0.007)

For Al-Teeb fan, the catchment area has been delineated
by the drainage pattern created from DEM analysis, the
area of basins and the total length orders are measured
by using the (Arc GIS program V.10.2), (Table 3).

2-2 Numerical Drainage densities (ND)
The numerical drainage density defines as the total
stream numbers of all orders within the whole fan basin
to the whole fan basin area [17].

ND=Nu/A
Where ND = Numerical drainage density, Nu = Total
stream numbers of all orders, A = Area of the whole fan
basin (km?). The numerical drainage density is an
indication of dissection that depends on climate and rock
characteristics. Some authors named it as stream
frequency (FS). Table (3) shows the low value of
(ND=0.64) which indicate low vegetation cover and high
permeability that increase the rain fall infiltration.

2-3 Circularity ratios (RC)

The circularity ratio is the ratio of the whole fan basin
area to the area of a circle having the same perimeter as a
whole fan basin [17].

RC=4Pi*A/P2

Where RC = Circularity ratio, Pi = 3.142, A = Area of
the \2/vhole fan basin (km2), P2 = Square of the perimeter
(km?)

Circularity ratio is a dimensionless index to indicate the
form of the whole fan basin to the extent of convergence
or divergence from the circular shape and is limited to a
value between zero and one, values are elevated near the
one usually means the presence of ponds of water around
shape or refers to the progress of these basins in a cycle
of erosion and the shape of the basin is near circular
form. The low value near the zero means the move away
of the basin from the circular form and the proximity of
the elongated shape [17] and that applicable for study
area because of low value of (RC=0.39) as showed in
Table (4).

2-4 Perimeter ratios (Rp)
The perimeter ratio is defined as the square root of the
reciprocal of the Circularity ratio (RC) [10]. As
equation:

Rp = V1/Re
Where Rp = Perimeter ratio, RC = Circularity ratio
The perimeter ratio value is always more than one,
increasing Rp value means that most of the whole fan
basins move away from the circular form and vice versa
[10]. Table (4) shows Rp value (1.6)

2-5 Form factor (RF)

The form factor is defined as the ratio of the area of the
whole fan basin to square of whole fan basin length [17].
As equation:

RF=A/Lb?

Where RF = Form factor, A = Area of the whole fan
basin (km?), Lb = whole fan Basin length. If RF
values range (0-1) refer that fan basin have shape of
triangle [16], and that applicable for study area
(RF=0.46) as exhibited in Table (4).

Table 4: Areal morphometric analysis
Circularity ratio Perimeter ratso
Ra) ‘ Rp)

AlTesh fan | 039 | 16

Fan name

Form factor (RD

0 Jé,

3- Relief morphometric
3-1 Basin Relief (H)

Basin relief is defined as the difference of
elevations between the highest and lowest point in the
basin [18]. The elevations are measured from contour
lines that created from 30m DEM by GIS-program
(Table 5).

The resulted values indicate the slope surfaces. Steep
slope surface generally has high surface runoff values,
low infiltration rates and high peak discharge. This will
lead to sheet, rill and gully erosion [19]. As equation:

H (Basin relief (m)) = H (max. elevation (m)) — H (min.
elevation (m))

Table 5: Relief morphometric analysis

Maximum | Minimam | Basin | Basia
Relief |
wlevation ehevation | bemgth reliwf
ra
H (m) H(m) (lm) H{m)

AbTechfan | 210 | 15 | 688 | 383 | 104

Reguddence
Fan name 3
number (Rn)

(m”)

3-2 Relief ratio (Rh)

The relief ratio is defined as the ratio between basin
relief and the maximum length of the whole fan basin
[17]. As equation:

Rh=H/Lb

Where: Rh = Relief ratio, H = Whole fan basin relief, Lb
= Whole fan basin length.

The relief ratio degree is good indicator for assumption
of transported sediment which increases with increasing
relief ratio and this effect the development of alluvial
fans. In the study area when applied the relief ratio
equation, gets low result of relief ratio (Table 5), because
the main valleys of these basins are in the area of gentle
ruggedness terrain.
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3-3 Ruggedness number (Rn)

The Ruggedness number is defined as the
multiple of basin relief and longitudinal drainage density
[17]. As equation:

Rn=H=*LD

Where: Rn = Ruggedness number, H = Basin relief, LD
= Longitudinal drainage density.

Ruggedness number indicator about the structural
complexity of the terrain, high value means high
susceptible to erosion. Table (5) exhibits low value of
ruggedness number. Also, (Rn) here refer to area of
gentle ruggedness terrain.

CONCLUSIONS

1- GIS and remote sensing technique are powerful tools
for morphometric analysis, where the fan shape is well
exposed and field check is difficult due to geopolitical
situation of the area.

2- Digital elevation models 30m DEM allowed
extractions of drainage network by GIS software of the
whole fan shape, and delineating the patterns of the
alluvial fan basin.

3- Morphometric analysis are made by GIS software for
Al-Teeb fan show more precise result reflecting the
shape and size of the alluvial fan.
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Thin films of a new type of 8- hydroxyl quinoline vanadium(V) organometallic random
ter-polymer have been produced by spin coating onto silicon, microscopicslides and ITO-
coated glass substrates. The new polymer is synthesized from the interaction of
hydroxooxabis (8-quinolyloxo) vanadium (V) (OVQ20H) with poly (vinyl chloride-co-
vinyl acetate-co- vinyl chloride) (PVCAA), herewith called polymer 1, to produce a red-
colored polymer (polymer 2). The latter is transformed to n-butyl ammonium salt
organometallic polymer by interaction with n- butylamine at room temperature(polymer
3). The optical and electrical properties of thin films of the three polymers spun from
solutions in

dichloromethane have been characterized and compared using UV-vis

and FT-IR spectrophotometry, spectroscopic ellipsometry, atomic force

microscopy (AFM) and dc conductivity. Obtained result show that polymer 1 and 2 are
characterized by smooth surfaces while polymer 3

has a more crystalline nature. DC conductivity of polymer 2 increased by one order of
magnitude above that of polymer 1, whereas conductivity of polymer3 has increased by
two order of magnitude. This increase in conductivity could be attributed to the
coordination of vanadium(V) complex with the polymer chain, and the ionic salt formation
with butyl amine in the case of polymer 3.
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INTRODUCTION

Organic, inorganic and organometallic conductive and
semi conductive polymers and copolymers have been
extensively studied for their promising applications in
gas sensing[1l] organic batteries[2] light emission
diodes[3], solar cells[4], electronic devices[5] and
immobilized metal polymeric catalysis[6].

Transition metal organometallic  polymers and
copolymers could be synthesized by three main different
routes; these are.(i) metal complexation of polymers
containing active coordination functional groups, (ii)
polycondensation ~ of  bifunctionalmetal  chelate
monomeric ~ complexes,  and(iii)  vinyl  chain
polymerization of an organometallic monomeric
containing vinyl polymer sablegroup.

It is well established that the insoluble hydroxooxobis(8-
quiolyoxo) vanadium(V) black acid{OVQ,OH} can

condense with aliphatic low molecular weight alcohols
(e.g. methyl or ethyl alcohols, ROH, etc.) to produce a
soluble red crystalline alkyloxo OVQ,OR[7,8]. These
alkyloxo esters are proved to be an active photo initiator
of vinyl polymerization ath=365nm at room
temperature[9,10]. Blair and coworkers[7] have reported
that the solid red ester crystals could not be produced
from the dilute solution of low aliphatic alcohols(in
chloroform or o-dichlorobnzene) or in bulk higher
alcohols, and they suggest that an adduct is formed from
OVQ,0OH and the alcohol molecule according to the
following equation:

0=VQ,0H+ROH - 0H;0 =VQ,0R (§))]
Red ester adduct
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Where R is acetyl, alkyl group in bulk acetyl alcohol
(C16H330H) or CH;or C,Hs in dilute methanol or ethanol
solution.

The water molecule is only removed from the adduct, to
produce the red solid ester, if reaction is occurring in
neat low molecular weight alcohols which act as a
dehydrant to remove the water molecule from the red
adduct formed in the first stage(see eqn.1).

Aliwi and Bamford[10,11] have reported that we
vanadium red adduct could be isolated by the reaction of
OVQ,0OH black acid with poly(methyl methacrylate-co-
hydroxy ethyl methacrylate) or poly(styrene-co-p-
hydroxymethylstyrene)random copolymers in benzene
solution. These organometallic copolymers proved tobe
photoactive in photoinitiation and photo cross-linking
polymerization[11,12].

Blair and co-workers[7] have also reported that a yellow
salt crystals could be isolated from the interaction of red
adduct shown in eqn.(1) with a concentrated solution of
an aliphatic primary or secondary amines according to
the following equation:

OM; 0= VQ0R + 28 < [R'NH, 0 =V =0Q,]"[R'N¥,]* + ROH (2)

Yellow solid
Crystalline ionic salt
Where(R=CHs; or C,Hs and R'is C4Hy)

Relying on the above reaction, it is intended in the
present work to synthesize and characterize a new type
of 8-hydroxy quinoline vanadium(V) organometallic
random ter-polymer produced from the interaction of
OVQ,0H with poly(vinyl chloride-co-vinyl acetate-co-
vinyl alcohol) (henceforth is abbreviated as PVCAA and
is labeled as polymer(1)) and the polymeric salt adduct
with n-butyl amine.

UV-VIS absorption spectroscopy, spectroscopic
ellipsometry, atomic force microscopy(AFM) and dc
electrical conductivity technigques are used to
characterize the thin polymer adducts films.

2. Experimental

2.1 Synthesis of vanadium(V) organometallic polymer
complexes

(D)Preparation of oxobis(8-quinoyloxo) vanadium
complex of PVCAA ter-polymer(polymer 2):

0.1g of PVCAA ter-polymer(purchased form Aldrich
withM,,=22000g/mol) was dissolved in 50 ml of dried
dichloromethane(99.5% Aldrich). 0.2g of hydroxooxo-
bis(8-quinolnloxo)vanadium(V)(prepared according to
the method reported by Blair and co-workers[7] was
added to the polymer solution and the latter was
refluxed, with continuous shaking for one hour. The dark
red polymer solution produced was then filtered while it
is hot and the dichloromethane was removed by
evaporation under atmospheric ambientin the dark,
leaving a red polymer solid which is kept at 50°C for
two hours to ensure complete removal of the solvent
molecules. The polymer is soluble in chloroform,
dichloromethane and slightly soluble in acetone, but
insoluble in benzene, toluene or n-hexane. The red
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vanadium containing ter-polymer can form a good
transparent film when cast from dichloromethane dilute
solution.

(II)Preparation of oxobis(8-quinoyloxo) vanadium(V)-
n-butyl amine salt adduct of PVCAA ter-
polymer(polymer 3):

0.75g of the solid red polymer prepared in part(I) was
dissolved in 5ml of n-butyl amine(GPR, Aldrich) at
room temperature. The red polymer is gradually
dissolved and changed to yellow viscous solution after
30 min. the n-butyl aminewas allowed to evaporate
overnight in the dark at room temperature. A thick
yellow-orange polymeric sheet is produced which was
subjected to heat treatment at 60°C for three hours in an
oven to remove the residue of n-butyl amine trapped in
the polymer matrix. The yellow-orange polymer is
soluble in chloroform, dichloromethane and acetone but
insoluble in n-hexane, benzene or toluene. This polymer
produces a transparent yellow film dichloromethane
solution.

2.2 Preparation of polymer thin films

Glass slide, silicon wafers and indium tin oxide(ITO)-
coated glass substrates were spin coated with the pure
PVCAA ter-polymer and its and vanadium(V) chelate
adducts(polymers2 and 3) in dichloromethane solution
(concentration of 5mg/ml) at spin speed of 1000 rpm
using an Electronic Microsystems unit(model 4000). All
substrate surfaces were cleaned by sulphochromic acid
mixture for24 hours and then further ultrasonically
cleaned for 10 minutes using high purity Millipore water
and finally blown dry using nitrogen gas gun.

2.3 Spectrophotometric measurements:

UV-visible spectra of the PCVAA and its vanadium(V)
chelate adducts were recorded using Varian(Cary 50)
UV-visible spectrophotometer. Thin films of the
polymers were spun onto microscopic glass slide and
their absorption spectra were recorded in the wavelength
range 300-800 nm. For IR measurements, 5%of polymer
1, 2 and 3solutions in dichloromethane were cast onto
microscopic glass slides and the produced films were
later lifted off after evaporation of the solvent, giving
film thickness of about 100um. The FT-IR spectra were
recorded for the produced polymeric films using FT-IR
spectrophotometer(ATI Mattson Genesis Series FT-IR).
Spectroscopic ellipsometrymeasurements were
performed on polymer films spin- coated onto silicon
substrates using a Woolam M-2000V rotating
compensator spectroscopic ellipsometry in the
wavelength range 370-1000nm. The angle of incidence
was fixed at 70°. Fitting of the experimentally measured
ellipsometricspectra of W(4) and A(A)is achieved using
WVASE@ J.A. Woollam dedicated software which
allows the extraction of optical parameters, such as
thickness(d), refractive index(n), and extinction
coefficient (k) of all deposited layers[13].

Surface morphology of thin films of the three polymers
spun onto silicon substrates were also investigated using
atomic force microscopy (AFM). The tapping mode
AFM images were taken at room temperature using a
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Nano scopellla instrument with the tips of about 4 to
7nm in radius, and ascanning frequency of about 1Hz.
Current-voltage measurements were performed using a
dedicated semiconductor characterization
system(Keithley 4200 semiconductor characterization
system). The polymer films were spin-coated onto ITO-
coated glass slides using solutions of 5ng ml™ of the
respective polymer in dichloromethane. The films were
spun at 1000 rpm. Top gold contacts of 30nm in
thickness were thermally evaporated onto the polymer
film surface using Edward(E306) vacuum system. The
gold films were deposited at the rate of 0.05nms™ under
vacuum of about 2x10° Pa.

3. Results and discussion:

3.1 spectrophotometriccharacterizations

The UV visible spectra of PCVAA ter-polymer(1) and
its vanadium(V) bis(8-quinolnloxo) adduct complexes
(polymer2 & 3) were recorded in dichloromethane
solvent with the concentration of 5mg/ml (fig. 1a) and as
a thin films spun onto microscopic slides (fig. 1b).
Identical spectra were obtained for each polymer in both
states, solid and solution, which indicate that there is no
interaction between the dichloromethane molecules and
any of these polymers.

Fig. 1a shows that polymer 1 start to absorb light at
wavelength below 350nm, whereas absorption by
polymer 2 appears to start at 700nm and polymer 3 at
450nm. It is well established that the broad band
appearing in the spectral range between 450 and 550nm,
with maximum absorption at 500nm is attributed to
charge transfer from the OR(R=CHj;,C,Hs) to the
vanadyl (V=0)group in the OVQ,OR complex [7,8,14].
This band appears in spectrum of the red polymer 2 with
a maximum absorption occurring at the wavelengthA =
520nmboth in solution and in solid film. Therefore the
change in the absorption maximum of OVQ,0H in
dichloromethane(650-550nm) upon reaction with the ter-
polymer 1 to A = 520nm (a color change from dark
violet to dark red solution) clearly indicates that the
esterification reaction occurs during the reflux of
OVQ,OH and the ter-polymer 1, in a reaction similar to
reaction(1). The produced H,O molecule from the
condensation process is not removed from the formed
ester, as reported by Blair and co-workers[7]. This
process obviously requires a mild dehydrating agent
such as neat or concentrated alcohol; in the present
reaction dehydrating of water molecules by neat alcohol
is not possible due the dilute alcoholic OH group which
is only present in the vinyl alcohol unit in polymer(1)
chain. Similar interpretation was given to the
esterification of OVQ,0OH with aliphatic alcohol using o-
dichlorobenzene as solvent [7,8,14]. The absorption peak
at 520nm could therefore be assigned to a charge transfer
from the polymer-oxy group(in the vanadium(V) species
(d-zero system)which usually appears in the same
spectral region but with much lower extinction
coefficient[14]. Therefore one might suggest the
following reaction to occur between the OH group in the
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ter-polymer and OVQ,0OH to produce the hydrated
ester(the red polymer2):

dissolving the red polymer 2 in n-butyl amine at room
temperature, the color has changed from dark red to
yellow, from which a solid yellow polymer residue
(polymer3) is obtained after the evaporation of the
excess amine. The absorption spectrum of this polymer
is given by curve 3 in fig.1. The band located at 520nm
has diminished and a new absorption peak appeared at
wavelength 375nm. Similar spectral changes are
suggested by Blair and co-workers[7]for the interaction
of dilute methanol solution of OVQ,0H in o,
dichlorobenzene (see reaction 1) and n-butyl amine.
They reported that a peak located at wavelength 390nm
has appeared for the yellow colored solution after the n-
butyl amine treatment. It is believed that the interaction
of polymer2 with n-butyl amine produces polymeric
amino salt complex (polymer3) possibly in an ion-pair
form, similar to that suggested by Blair and co-
workers[ 7] according to the following reaction:

—_— -

Yellow polymer (3| 9

The second n-butyl amine is hydrogen bonded with the
highly negative vanadyl group as an amine molecule of
crystallization. The whole ion-pair of the butyl alcohol
unit in the polymer (see reaction 4).

In an attempt to characterize the PVCAA(polymer 1) and
its adducts with vanadium(V) 8-hydroxy quinoline
complex before (polymer 2) and after treatment with n-
butyl amine (polymer 3), FT-IR spectra were recorded
for these polymer films(thickness~100um). Figure 2
illustrates the FT-IR of polymer1,2 and 3 films cast from
dichloromethane in the wavenumber rang 4000-400cm™.
The IR spectrum of polymer 1 has clearly changed after
the vanadium(V) 8- quinolnloxo complex adducts are
formed in polymer 2, and further drastic changes
occurred in the IR spectrum of polymer3. New strong
bands appeared in the IR spectrum of polymer2 that are
located at wavenumber 1498, 1468 and 1375 cm™ as
well as three more weak bands appearing at 1603, 1576
and 538 cm™. Those bands are believed to belong to
vanadium(V) quinoline adduct attached in the polymer
chain according to the proposed reaction 3. Similar
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absorption bands were reported for OVQ,0H and
OVQ,0CHgs;solid complexes by Pilipenko and co-
workers[8] and Bielig and Bayer[14]. Similar polymer 3
vanadium(V) 8- quinolnloxo-n-butylamine) solid adduct
spectrum is characterized by new strong bands at 1498,
1465, 789 and 527 cm™ as well as the broad band
appearing around 1460 cm™. All these changes in the
FT-IR spectra reflect that the yellow polymer 3 hasa
different chemical structure from both polymer 1 and2.
Absorption bands were reported by Aliwi and
Bamford[15] when solid complex formation between
OVQ,0H and n-butyl amine was identified. It is
interesting to note that the relatively sharp bands located
at 3580 and 3430 cm™ which belong to the hydroxyl
group stretching vibration appeared in both spectra of
polymers 1 and 2. These two bands are replaced by
broad-strong band located between 3590 and 3200 cm™,
when the n-butyl amine adduct has formed in polymer 3
(see fig. 2). The very strong absorption bands are usually
attributed to the free amine and ammonium solid
complexes[7,15].

However, it is well known that the oxo- vanadium(V) 8-
quinolnloxo complexes are identified by the strong and
sharp band located in the range between 960-945 cm™
which is attributed to the vanadyl V=0 stretching
vibration[7,8,13]. Unfortunately, this band is completely
masked by the absorption bands of polymer 1 which
strongly absorbs in this region (see fig. 2). Accordingly
the n-butyl amine solid adduct structure of polymer 3 is
suggested in reaction 4 and illustrated by reaction 2[7].
The structure of polymer 3 given in equation(4) is
further supported by morphology results obtained by
AFM technique, as well as by the electrical conductivity
study, both are discussed in the following sections.

3.2 Morphology study of thin films using Atomic
Force Microscopy (AFM)

Typical tapping mode AFM images of thin filmsof
polymers 1,2 and 3 deposited onto Si substrates are
presented in figure 3. The height mode images of the
films (see fig.3a) show a quite different surface
morphology, especially for polymer 3. Polymer 1 and 2
are characterizedby a smoother surface while polymer3
features a rough surface with regular formation of
aggregates. This formation could be caused by the
change in chemical bonding, as ammonium salt crystals
were formed in polymer 3. This is further supported by
phase mode imaging. Figure 3b shows that polymer 1
and 2 possess almost no phase shift while polymer 3
clearly shows a phase shift in the range of 10 degrees.
The phase shift may be attributed to inclusions of
polymer aggregates which are mechanically softer than
the surrounding smooth films area[16].

Roughness analysis performed for polymers 1,2 and3
thin films show that polymer 3 is characterized by the
largest surface roughness among the three polymers.
Polymer 1 and 2 have RMS roughness of about 0.288
nm and 0.298nm, respectively, while thin films of
polymer3 have a roughness of about0.9576nm.

Analysis of height distribution over the surface of
polymer 3 films has also been performed to determine
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the faction surface(the "bearing ration") that lies above
or below any arbitrarily chosen height[16]. A bearing
ration of about 3% was found which may be associated
with ammonium ionic salt of vanadium chelate complex,
which led to the formation of aggregates as clearly
evident in figure 3a.

3.3 Optical constants by spectroscopic ellipsometry
A multilayer model structure has been used for the
fitting of measuredellipsometry data. The model consists
of Si substrate, SiO, layer representing a very thin native
oxide layer 2-3nm in thickness and the polymer thin
films.

Cauch model has been frequently used for the extraction
of film parameters of absorbed organic and bio-
materials[17,18]. This model has therefore been adopted
in this work in order to determine the film thickness and
optical constants of spun films of the three studies
polymers. According to this model, the dispersion
function is described by the following equations[13].

n=A+ B/ +C/2*

K = a 246 7)

)

(6)

Where A, B and C are constants, 4 is the wavelength, a
is the extinction coefficient, g is the exponential factor,
and y band edge. Each of these parameters except for the
band edge wasdefined as fit parameters in the Cauchy
dialog box. The default medium (air) was used
everywhere. The optical constants(n and k) for silicon
substrate were taken from the WVASE@J.A.Woollam
library[13]. The parameters d=3.5nm and n=1046(at
633nm) for a layer of native silicon oxide(k=0 as for
transparent medium) were obtained from independent
measurements on bars Si substrate and used as fixed
parameters for further fitting.

Figure 4 illustrates the curve filling obtained for
polymer 1 film using Cauchy model, and the obtained
result of data fitting are summarized in Table 1. The
values of n and k are given at the wavelength A =
633nm.Derived thicknesses of all three polymers fall in
the range of 35-42nm which is reasonable for films of
polymers of similar nature formed under the same
fabrication conditions. Slight deviation in both
filmthickness and optical constants for polymer 3 might
be attributed to the formation of crystalline aggregates.
3.4 DC electrical measurements
Figure5 shows the dc current measured as a function of
applied voltage in the range 0-200mV. It can be clearly
seen that current values measured for polymer 3 are
much larger than those obtained for the other two
polymers over the same voltage rang. Calculated films'
conductivities are presented in Table 1. This increase in
conductivities may be ascribed to the ionic nature of
vanadum complex attached to the polymer chain, as
suggested in the chemical equation(4). The ionic
complex structure in polymer 3 is also supported by
spectrophotometric as well as AFM measurements. For
polymerl the current at certain applied voltage clearly
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marks its nature as a good insulator, while conduction in
polymer 2 seems to have increased by more than an
order of magnitude due to the coordination of polymer 1
with OVQ,0H, as already suggested in equation(3).
Conduction in polymer 3 however has increased by a
further order of magnitude; this increase can be
associated with the formation of the ionic crystals of the
n-butyl ammonium ionic salt(see equation 4), and the
conduction mechanism may therefore be ascribed to ion
hoping through the polymer chain. Furthermore, the I(V)
characteristic of polymer 3 is clearly shows to exhibit
less stable(monotonous) behaviuour; this could possibly
be explained by electrochemical reactions at the
electrodes. Further study is required in order to fully
understand the dc electricalmechanism in both, polymer
2and 3.

Conclusion

A conductive organometallic polymer has been
successfully prepared through the interaction of
OVQ,OH chelate complex with hydroxyl containing ter-
polymer(PVCAA). Surface morphology study using
AFM technique provide evidence that thin films of
polymers 1 and 2 are of similar surface nature while
polymer 3 showed a rough surface which has been
attributed to the formation of crystalline clusters with
icon nature. The latter character has been associated with
the significant increase in the dc conductivity of polymer
3 thin films.
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Poly (ethyl acrylate) (PEA) was grafted onto poly (vinyl chloride) PVC, by free radical
graft copolymerization using benzoyl peroxide as initiator. Membranes from PVC and

grafted PVC solutions were prepared via immersion precipitation process. The grafted

Keywords:
modification;
grafted copolymer;
Ethyl acrylate;

poly(vinylchloride). grafting was proposed.

copolymer was characterized by FTIR, and the membranes were characterized by EDX
and SEM. The effect of grafted copolymerization reaction time, and monomer
concentration on polymerization yield was evaluated. The properties of flat sheet
membrane prepared from grafted polymer and PVC was analyzed and the mechanism of
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INTRODUCTION

The performance of a polymer is determined primarily
by the composition and structure of the polymer
molecule. These control the chemical, physical, and
other characteristics of the polymer material. For that
modification of the composition and structural units
represents one of the most important approaches to the
modification of polymer behavior [1].

Grafted copolymers which was started in 1927 [2]
exhibited good phase separation and were used for a
variety of applications, such as impact-resistant plastics,
thermoplastic elastomers, compatibilizers and polymeric
emulsifiers. Because of their branched structure they
generally have also lower melt viscosities, which is
useful for processing. They have great potential to
realize new properties because of their structural
variables (composition, backbone length, branch length,
branch spacing, etc.).

Grafting plays important role in control the mechanical
properties like, impact strength, hardness, tensile
strength and modulus as well as brittleness, crystallinity.
The new or enhanced properties arise principally from
the introducing of new functionalities and/or inter
linkages to the basic polymer structures. For that these
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properties depend on; nature of the base and the grafted
polymers because their chemical and physical properties
may tailor over a wide range of characteristics, and also
on the mode and percentage of grafting.

Poly (vinyl chloride) (PVC) is now one of the world’s
major polymers in view of the large production amount;
over 20 million metric tons of PVC a year is currently
produced worldwide, and most widely used due to its
light weight and exhibits good thermal stability,
chemical resistance, mechanical properties and excellent
processability, flame-retardant, robust and durable; it has
low permeability to gases and good weatherability and
its physical and mechanical characteristics make it ideal
for many different uses. PVC is well known for its
compatibility with additives including plasticizers, heat
stabilizers, lubricants, fillers, and other polymers which
enable it to have a variety of mechanical properties. For
that increased the interest in chemical modification of
PVC.

Many studies have been conducted to improve these
modifications; the following remedial methods are
conceivable: (a) Modifying PVC itself through
polymerization during its production process. (b)
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Improving the blending technology to develop new
chemical ingredients of PVC. (c) Improving the
processing machinery or technology (d) and the most
important ways to achieve this goal is by grafting from
PVC; Cationic, anionic and radically [3-8]

In this work grafting of ethyl acrylate monomer onto
Poly (vinyl chloride) by free radical copolymerization
was synthesized for use as separation filtration
membrane.

Materials

PVC (MW = 65000 g/mol) resin of an average degree of
polymerization 1040 obtained from Georgia qulf
Company (Georgia, USA). Ethyl acrylate (EA) (BDH,
England) was purified by distillation under vacuum.
Sodium hydroxide (NaOH), Methanol, Benzoyl peroxide
(BPO) purified via dissolve it in chloroform at room
temperature then add methanol for the purpose of
settling, Cyclohexanone, and Dimethylformamide
(DMF) (Scharlan, Spain) were used during the radical
grafting polymerization.

Preparation of Dehydrochlorinated PVC (DHPVC)

PVC was dried in oven at 45 oC for 24h. Then weighed
quantity of PVC (1g) and 10 times its weighed of 10
wt.% NaOH solution (9ml) charged into a round-bottom
flask equipped with a reflux condenser. After
predetermined time (3h) at 100°C, dehydrochlorinated
polymer was washed with distilled water until removal
of all traces of NaOH and then dried under a vacuum
overnight. The reddish product is referred to as
dehydrochlorinated PVC (DHPVC) [9].

Graft polymerization

Dehydrochlorinated PVC (DHPVC) (1g) was dissolved
with stirring in  Cyclohexanone until completely
dissolved. The solution was then heated to 70°C in an
Argon atmosphere (99.9999%). When the desired
temperature was reached a known amount (0.5-1.5g) of
EA monomer with (0.168g) BPO initiator added with
continuous stirring. The reaction then carried out for
predetermined time (1.5- 4.5h). The mixture was cooled
and precipitated into excess well-stirred methanol. The
precipitated polymer was filtered and washed, several
times with warm methanol, then dried at 50°C under
vacuum overnight.

The precipitate would be a mixture of grafted copolymer
of PVC-g-PEA and PEA homopolymer. PEA was
removed by soxhlet extraction using methanol. The
remaining solid (PVC-g-PEA) was dried under vacuum
and subsequently characterized [10]. The grafting
parameters were evaluated from the weight of the
dehydrochlorinated polymer before and after grafting.
The percentage of grafted polymer yield was calculated
according to the following relationship [10]:

(1)

9PEA 1 graft = Graft vield (%) B 100

Where: w1, w2 are the weights of grafted copolymer and
DHPVC respectively. The grafted copolymer then
casting to membrane via phase inversion process [11].
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Preparation of membrane

Polymeric casting solutions were prepared by mixing the
copolymer at different concentration in DMF. The
copolymer solution was stirred at a temperature of 55 °C
until complete dissolution of the components was
achieved. After two hours degassing, the dope solution
was cast on a glass plate by using a 250 pm casting
knife. Then, the nascent membrane was immersed in a
non-solvent bath constituted by double-distilled water at
40 °C to achieve the complete solvent/non-solvent
exchange.

The membranes were washed with plenty of hot water
(60 °C) three consecutive times to ensure the complete
solvent removal. They were subsequently treated with a
solution of 30 wt% glycerol aqueous solution for 24
hours and finally dried at room temperature for four
hours. Before the characterization and the VMD tests,
the samples were washed three times with hot water (60
°C) and then dried at 45 °C for at least seven hours in an
oven.

Result and Discussion

FTIR spectroscopy

Figurel demonstrates the differences between polyvinyl
chloride before and after dehydrochlorination. The
appearance of absorption band at 1672 cm-1 belong to
C=C double bond in the (DHPVC) and clearly decreased
in C-Cl absorption band at 607 cm-1, 638 cm-1
identified the dehydrochlorination and formation of
double bonds in the PVVC chain.

Fig.1 FTIR spectrum of PVC and DHPVC

FTIR spectra of DHPVC and PEA-g-PVC grafted
copolymers are illustrated in Figure 2. It can be observed
that the grafted copolymer displayed new absorption
peaks at 1730 cm-1, and 1026 cm-1. These peaks
indicate the introduction of the ester group of EA from
PEA grafted onto PVVC backbone.

FTIR peaks at 2972, 2933, 2910 cm-1 were belong to
aliphatic C-H stretching vibration; and 1730 cm-1
belong to C=0 ester stretching vibration, corresponding
to the carbonyl stretching from the acrylate groups. In
Figure 2, the peaks at 1431-1425, 1384, and 1330 cm-1
were belong to aliphatic CH3-CH2 deformation
vibration; while the peak at 1253 cm-1 represent the C-C
stretching vibration; the peaks at 1026 cm-1 belong to C-
O-C single bond stretching vibration of ester group; the
single bond deformation vibration of ester group C-O-C
appears at 856 cm-1, and C-Cl stretching vibration peaks
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appear at 615cm-1, and 694cm-1 became smaller after
the grafting. Therefore, all these peaks are a good
indication of successful grafting of EA onto PVC [12].
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Fig.2: FTIR spectrum of DHPVC and PVC-g-PEA
Copolymer

Morphology Examination by EDX

Figure 3a and 3b, show the EDX spectrum of the PVC
and PEA-g-PVC membranes, respectively, recorded with
the "light element"” detector at 10 KV. It has been noticed
that there is a significant difference between the
spectrum of the PVC and PEA-g-PVC samples in the
peaks of chlorine and carbon. The comparison between
these spectra evidenced as when the carbon peak has
been increased, the chloride peak has been decreased,
and at the same time a small peak attributable to the
oxygen atoms appear. Therefore, it has been confirmed
that the decreasing in the chloride percentage is due to
dehydrochlorination, while both the increasing of the
percentage of carbon and the appearance of the oxygen
demonstrate the existence of ester group which belongs
to the EA monomer. Moreover, such differences in the
peak height confirm the percentage of grafting calculated
according to equation .1 [13].

a=PVC @ 10KV b=PVC—5-PEA @ 10KV

ot m e e R RNTETTY e e e e m e e e

Fig.3: Energy-dispersive X-ray spectroscopy (EDX) of:
(a) PVC, (b) PVC-G-EA at 10kv

Morphology Examination by SEM

Figure 4 shows the SEM pictures of the top surface of
the unmodified 18 wt. % PVC membranes. It can be
observed from Figure 4a that the membrane prepared
from 18 wt % presented a dense structure with no pores
on the surface. In Figure 4b the SEM pictures of the top
surface of the modified 18 wt% PVC-g-PEA
membranes presented rough structure with open pores on
the top surface of the membrane [14 ] is attributed to the
viscosity of the casting solutions. The viscosity of dope
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solutions prepared with the unmodified PVC was higher
than those obtaining with the grafted polymer having the
same concentration. This was probably related to the
presence of PEA branches on PVVC backbone [15]

The SEM pictures of the cross sections of the
membranes prepared from PVC and modified PEA-g-
PVC are presented in Figure 5. It can be observed that
the cross section of the membrane prepared from PVC
was composed of three layers: two sponge-like structure
layers appear near the top and bottom surfaces, whereas
macro-voids structure appears in the middle of the cross
section (Figure 5a). The cross section of the modified
PVC presented finger-like structure and some sponge-
like parts dispersed between the macrovoids as shown in
Figure 5b.

Fig4: Scanning Electron Micrographs (SEM) for
membrane surfaces
a) PVC-G-EA ,b) PVC

Fig5: Scanning Electron Micrographs (SEM) for
membrane cross section
PVC-G-EA , b) PVC

Effect of Reaction Time

The effect of reaction time on EA grafting on PVC is
shown in Figure 6. The time ranged from 1.5 to 4.5 h
keeping other parameters constant. The percentage of
graft yield is increasing with time up to 3 h. However,
with increase of reaction time to 3 h, the value of
grafting increased to 40 % at which maximum grafting
was observed. When the reaction time was further
increased, there was decrease in percentage of grafting.
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Fig.6: Effect of reaction time on graft %, 1.5g Ethyl
acrylate Monomer, 700C, 0.168g BPO initiator

Effect of Monomer Concentration

The grafting has been studied at the monomer
concentration within the range of (0.5-1.5 g) at constant
initiator and PVC concentrations on the graft percent are
shown in Figure 7. It was observed that with increasing
monomer concentration, the graft percent increases
which may lead to increase the length and number of the
branched PEA onto PVC.

45

&0

Grafting %
568 by

[

Monomer(g)

Fig.7: Effect of monomer concentration, 1.5h, 700C,
0.168g BPO initiator.

Hydrophobicity

In contact angle measurement all membranes were
screened by using distilled water, in order to evaluate
their hydrophobic character. The value of the contact
angle theoretically ranges from 0° to 180c [16]. The
higher the affinity between the water drop and the
membrane surface, the smaller the contact angle,
resulting in a higher degree of surface wetting
(hydrophilic surface), whereas hydrophobic surfaces
show a large contact angle value. Table 1 showed the
water contact angle values of the 18 wt.% PVC
membrane, 18 wt.% modified PEA-g-PVC 20% and 40
% grafting percentage membranes. It can be noticed that
the membrane prepared from 18 wt.% PVC has lower
water contact angle of 80.0+0.63 than that modified
PEA-g-PVC membranes. Furthermore, it is noticed that
as the grafting percentage increased, the water contact
angle decreased and the obtained values were 96.0+1.1,
81.8+1.78 for 20%, and 40 %, respectively. PEA is
nonpolar molecules and has chain of carbons; therefore,
it does not interact with water molecules. Hydrophobic
interaction depends on: i) Number of carbon atoms on
the hydrophobes; Molecules with the greatest number of
carbons will have the strongest hydrophobic interactions.
ii) The shape of the hydrophobes; aliphatic organic
molecules have stronger interactions than aromatic
compounds. iii) Branches on a carbon chain will reduce
the hydrophobic effect of that molecule and linear
carbon chain can produce the largest hydrophobic
interaction. This is so because branched carbon chain
produces steric hindrance. For this reason, the grafted
copolymer is more hydrophobic than neat PVVC but with
increased grafting percentage decreased due to the
longer branches.
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Table .1: The characterization of grafted PVC polymer
and PVC

Propertzes PVC ‘ PVC-g-PEA 20% | PVC-2-PEA 10%
[Contact angle 7904 0.95 | 96,0 £093 [$18+1.80 |
i\u 12's Modulus (MPa) .54 1150+78 37904293 |
[Break strength (MPa) 16 | 445023 (825025
[Efongation at Break (%) | 47.8239 | 24,545 50 1380215
[Strain 352005 [33z017 14
‘ ‘
[ porosity [ 7391211 7570515 [656%=12

Mechanical Tests

Mechanical behavior involves the deformation of a
material under the influence of an applied force; the
mechanical properties may become important in polymer
applications, especially when high pressures are applied.
However, a material with a high tensile modulus can
easily withstand such a pressure and indeed much higher
pressures with a proper choice of fiber diameter and wall
thickness. The brittleness (or toughness) is an important
parameter in addition to the modulus. Information on the
tensile modulus and on the toughness of a material can
be obtained from a stress-strain diagram where the force
per unit area (stress) is measured when the material has
been deformed at a constant rate. The area under the
curves is a measure of the toughness (or brittleness) of a
material. Factors which influence the brittleness are
molecular weight, crystallinity and intermolecular
forces. The tensile modulus or Young's modulus E is
given by the initial slope of the stress-strain curve [17]

E=do/de ate=0 2)
Stress (o) is the force F per cross-sectional area and
strain (&) has been deformed as:
e=(L-Lo)Lo=AL/Lo (3)
Where: Lo, L the initial final length respectively
and AL change of length.

As strain is increased, many materials eventually deviate
from the linear proportionality, the point of departure
being termed the proportional limit. This nonlinearity is
usually associated with stress-induced “plastic” flow in
the specimen. Here the material is undergoing a
rearrangement of its internal molecular or microscopic
structure, in which atoms are being moved to new
equilibrium positions. This plasticity requires a
mechanism for molecular mobility, which in crystalline
materials can arise from dislocation motion.

Materials lacking this mobility are usually brittle rather
than ductile. The stress-strain curve for brittle materials
is typically linear over their full range of strain,
eventually terminating in fracture without appreciable
plastic flow. The stress-strain curve profiles are strongly
influenced by the polymer structure, chain branching,
chain orientation, molecular weight, molecular weight
distribution, degree of crosslinking, extent of
crystallization, crystal structure, size and shape of
crystal, ionic interaction (for ionomers), processing
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conditions and temperature. The curve gives information
about the Young's modulus, yield point, break point,
elongation at break and the recovery behavior of
polymeric films. The early point of the stress-strain
curve is usually of main interest from the standpoint of
measuring viscoelastic properties of polymer [17].

The analysis of mechanical properties led to interesting
results that are summarized in Table 1.The stress-strain
curves show an increase of initial slope with increasing
grafting percentage, and the modulus increases
drastically after a degree of elongation. The applied
stress causes the molecules to flow, so that the
elongation increases remarkably at approximately
constant stress. In fact when compared with PVC
membranes, the PVC-g-EA flat sheet membranes
showed higher mechanical performance. The tensile
strength at break and Young's modulus increased with
grafting and grafting percentage. The values of
elongation at break decreased after grafting and in turn
increased with increasing grafting percent. This is due to
the grafting and to the morphology of membrane; the
branches and pores lead to dropped in elongation at
break in 20% grafting then increase the graft percent,
increase the number and long of branch causing
crosslinking and enhanced the elongation at break as
clear in Figure 8.

PYCHPEA M

Thdnn % .
Fig.8: Stress-strain curve for PVC, 20%grafted PVC,
40% grafted PVC

Poly (ethyl acrylate), is softer, more rubbery, and more
extensible. The regions of polymer chains containing
stiffening group are rigid. Such groups include double
bonds (C=C) and carbonyls (C=0). Where stiffening
groups are present, flexibility may be increased if
softening methylene group or oxygen atoms are inserted
between the stiffening components in a chain. The
flexibility of the polymer increases with the number of
softening groups. PVC is stiffer and has a higher melting
point than (PVC-g-PEA) because it has fewer methylene
groups between the stiffening C=C and C=0 groups
[18].

In addition the mechanical properties of a membrane
also connected to its structure. Membranes having a
good sponge-like structure should be stronger; while, the
presence of macrovoids reduces membranes mechanical
strength.
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Proposal Mechanism of grafting reaction

Dehydrochlorination of PVVC
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Conclusions

Poly(vinyl chloride) (PVC) has been dehydrochlorinated
in alkaline medium followed by graft copolymerization
of ethyl acrylate by benzoyl peroxide, as radical initiator
system, the effect of time and monomer concentration
were studied. Membranes were prepared from PVC and
grafted PVC and their properties were studied. The
effect of grafting on hydrophobicity and mechanical
properties were also evaluated.
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ABSTRACT

The nano particles Titanium dioxide (TiO,) were prepared using Malonic acid as a ligand
and a chemical modifiers in three different mole ratios (2/1, 1/1 and 1/2 of TiCl, /acid)
used to give [Ti,(Mal)(OH)e(EtOH)4](EtOH),. which characterized by F.T.IR and flame
atomic absorption to suggest the type of binding between Ti** and the ligand and predict
the formula structure . The complex studied theoretically using semi-empirical method of
hyper chem. 8.0.3 program (PM3) .After calcination of the samples at three deferent
temperature (500,700 and 900)°C the observed TiO, powders were characterized by
X.R.D to determined the anitatse phase ratio in the samples. At 500°C (Til:Mall) sample
give 100% anatase phase. At 700°C 88% anatase retention for (Til-Mal.1) sample. The
(S.E.M) and (A. F.M) were used to study the morphology of the samples and determined
the particles size for the samples calcined at 500°C. The photocatlytic studied of these
samples calcine at 500,700and 900°C was examined for degradation of Para nitro phenol
under Uv-visible light and give a good rate of degradation especially for the samples that
have small ratio of rutile..
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INTRODUCTION

Titanium dioxide, TiO2 is an important photocatalytic
material that exists as two main polymorphs, anatase and
rutile. It has been widely used as a pigment, paints,
ointments and toothpaste (1) . Anatase to rutile phase
transformation is a popular topic because of its interest
to both scientific and technology . Anatase shows higher
photoactivity than rutile. The different behavior of rutile
and anatase was initially attributed to the different
position of the conduction band in spite of the larger
experimental band gap of anatase of (3.2 ev) compared
with(3.0 ev) for rutile. Both phases have octahedral TiO6
but The TiO6 octahedral can be integrated in two
different ways: Anatase TiO2 formed by face -sharing of
TiO6 octahedral. While, Rutile TiO2 formed by edge -
sharing of TiO6 (2).

Control of the conditions that affect the kinetics of the
anatase to rutile phase transformation is of considerable
interest. This is particularly the case for high-
temperature processes and applications, such as gas
sensors and porous gas separation membranes, where the
phase transformation may occur(3) . One of the ways to
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achieve this goal is by modified the TiO2 by Carboxylic
acid or other organic ligands. Such as acetic acid (4),
alkanol amines(5,6) , acetyl acetone(7) ,and formic
acid(8). They chemically react with precursor at a
molecular level and giving rise to new molecular
precursors. Such modified alkoxide precursors can be
used in sol-gel processing for a better control of the
hydrolysis-condensation process (7).The sol-gel method
is one of the proven chemical methods of synthesis for
high-purity inorganic nanostructured materials; the sol-
gel is an advantageous and reproducible one. It leads to
nanoparticles, and high surface areas TiO2 (9). The
reaction rates of hydrolysis and condensation reactions
associated with sol-gel synthesis can easily be altered.
Chemical modification of titanium precursor will retard
hydrolysis and condensation reactions, allowing for
greater control over the reaction and evolving polymeric
species. Modification typically occurs through a
nucleophilic substitution reaction (SN) (10) . The
carboxylic acids such as acetic acid(4) and formic
acid(8) act as a ligands which can coordinate with Ti4+
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through the (COOH) group The mode of the
carboxylate binding can be determined by using FT-IR,
The carboxylate group has versatile coordination
behavior, it can be ionic, mono dentate ,bridging or
chelating (11), there are two strong bands around 1500
cm-1 assigned to the symmetric and asymmetric
stretching vibrations of bridging carboxylic groups: vs
(COO-) and vas (COO-). The frequency difference AV=
vas (COO-)- vs (COO-), are often used as spectroscopic
criterions to determine the mode of the carboxylate
binding(12), Generally, In the mono dentate
coordination the electron density of the vas(COO-)
shifted to higher wave numbers comparison with the
ionic group. This will increase the value of the Av to be
>180cm-1.In the chelating coordination the position of
the vas(COO-) stretch to lower wave number in
comparison with the ionic group and thus lower the
value of Av to be <120cm-1. In the bridging coordination
the Av is about 170 cm-1 (11).

Many researches were interested with mono carboxylic
acids(13-17) but In this research dicarboxylic acid (
malonic acid) was used as chelating agents .This ligand
coordinate with (Ti+4) through its two carboxylic groups
and can affect the eventual crystalline behavior of TiO2.
Formation of Ti-Malonate polymeric chains which could
delay the anatase to rutile transformation and also act as
dispersion materials that forbidden the TiO2 particals to
coagulate, the study also predict the mechanism of
polymerization and hydrolysis of Ti-malonate.

Materials and Methods

Materials: All reagents are used as supplied without
more purification. Titanium tetrachloride(98% fluka),
malonic acid (98% Fluka),ethanol absolute(99% Merck),
triethyl amine (98% BDH) and silver nitrate (Sigma-
Aldrich),Para-nitrophenol(P-NP)( BDH).

Experimental method

preparation of TiCl4 solution (SOL 1): (0.02 mol,
3.78g) of TiCl4 was added dropwise to (15ml) ethanol in
an ice water bath with vigorous stirring, then complete
the volume to reach 25ml . During the addition white
fume, presumably HCI, were released, A light yellow
solution was obtained (Sol.1).

TiO2 modified by malonic acid (Ti-Malonat.):
Different amounts of malonic acid ( 104.0615 g/mol) in
different mol ratios (TiCl4:malonic acid:H20) described
in table (1) used to synthesized (Ti2-mall) , (Til-mall),
(Til-mal2) samples.

table(1) : The molar ratio and amounts of TiCl4: Acid:
H20 and the amount of them

Sample name Molur
{ ratio

Wi of | wt malomnie
TiCldg)

Wi, of HyOxg)

1:100

2100 | 3.78

21100 7.4 209 36

The certain amount of acid was added to 20 ml of
absolute ethanol with stirring then added slowly to(
SOL1) with stirring for 1/2 hr. added 36ml of distilled
water to  the mixed solution with vigorous stirring for
lhr. at room temperature. A gray solution was formed
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with continuous stirring Then when the solution heated
at 85°C in a water bath with shaking for (4hr.) it became
clear solution with , and then tri ethyl amine was added
drop wise to the solution until the pH value reached
about (8), during the addition of tri ethyl amine. The
color of the Sol. Changed to white and a precipitate
formed , the solution aged for 20hr . at room temp. The
hydrous TiO, powders washed with distilled water until
all chloride were completely removed, until there was no
white sediment with negative silver nitrate (0.1M ) test.
The powder was obtained from the colloidal Sols by
decantation of excess water and left to dry in air at 85°C
for 12hrs. This white powder were ground to fine
powder and calcined in air at temperatures ranging from
500-900°C for two hours by increasing temperature
gradually.

Photo catalytic studies: (100ml) double jacket photo
reactor cell quartz window Cold water circulated throw
out jacket that connect to a cooling system (15°C) .
The medium pressure mercury lamp (125w) was placed
about 15cm from the quartize window. Magnetic stirrer
was used to facilitate continuous stirring of the
suspension TiO, modified sample was added to 100ml
of P-NP (10ppm). The pH of the solution was adjusted
by using HCI and NaOH solution. The suspension was
allowed to stir in the dark for 30min. to obtain
adsorption —desorption. Equilibrium, elementary any
error caused by initial adsorption. Initial 5ml aliquot was
then removed. The suspension (under continuous stirring
and air bubbles) was then irradiated by light. Aliquots
(5ml) were removed every 20min. of irradiation. The
collected samples were immediately centrifuged at
5000rpm for 6min. The supernatant was decanted then
the solution was then subjected to spectroscopic
absorption measurement using U.v-visible
spectrophotometer.

Characterization Techniques:

FTIR: was performed using (JASCO) FTIR 4200 type
A spectrophotometer ( Japan made) to determined the
bands associated with the complex(Ti -Malonate) .
Flame atomic absorption( Shimadzu-670 AA
Spectrophotometer)used to to estimate the Titanium
contents of complex .X-ray diffraction (XRD): XRD
(SHIMADzZU 7000, Japan, Cu Target, Ni
Filter,A=1.54A°) used to determine the crystalline phase
of all samples. The diffraction angle range 26 (20-80°),
the (101) peak of anatase (20 =25.28°) and the (110)
peak (20 =27.42°) of rutile were used for analysis.The
phase content, defined as the weight percent of anatase
in the sample, was determined from the ratio of peak
heights in the XRD data using Spurr and Meyers

equation®®. Atomic force
Microscopy(AFM) and scanning electronic
mycroscopy(SEM) (AFM) Advanced angstrom

(AA3000) Model made in USA. and (SEM) Model FEI
Quanta 200 Netherlands/2003 (SEM)were used to study
the morphology of the prepared TiO, samples that
calcinated at 500°C .
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theoretical calculation; In the recent study PM3 semi-
empirical calculations in the program package
HyperChem version 8.0.3 on a computer with intel (R)
core(TM)i7-2670 Qm, CPU@2.20GHz, 8. GB of rum.
the types of semi-empirical calculations are : Plot the
electrostatic potential field (HOMO and LUMO)for the
Malonmic acid,Geometry optimization calculations to
locate stable structure of complex and Vibrational
spectrum (I.R spectra) for the complexes.

Results and Discussion:

FTIR study: FT.IR absorption spectra for Ti-Molonate
(Til:Mall) that dried at 85 °C was given in Fig.( 1)
which shows the band at 503 cm™ which is due to the
vibrations of Ti-O and Ti-O-Ti*%.

,.
DY
R

¢

Fig.(1): FTIR spectra of titanium- malonate
The peak observed at 1035cm™ corresponds to Ti-O-C
bending ®?. The bands at 3600-3200cm™ associated with
stretching vibration mode of OH group which may
attributed to ethanol . The two bands around 1500cm™
due to carboxylate groups. The asymmetric vibration at
1633cm™ and the symmetric vibration at 1397cm™, the
separation between the two stretching bands (sym. and
asym. vibrations)give the experimental separation value
(Avrivar. ) Which equal to 236 cm™ This value is
consistent with the literature Value for sodium malonate,
AV Na- malonate Which equal to 207 cm™ @Y. This behavior
indicates that the coordination carried out through the
carboxylate group ®? and suggests that the bonding of
the carboxylate group to the metal is mono dentate
coordination rather than bidentate chelating or bridging
coordination (*®

molecular formula prediction of the complex The
suggested molecular formula of the (Ti-malonate )was
investigated depending on the results obtained from
atomic adsorption analysis .The Ti content%)
(found)/calc.) is equal to ( (16.78)/16.6).So suggested
molecular formula is[Ti,(Mal)(OH)¢(EtOH)4](EtOH),] .
The predict mechanism of the sol-gel process:
Depending on the structures that predict above and the
mechanism of the sol-gel process of TiCl, in ethanol that
described by Yungfa Z..et.al ®.The polymerizing and
hydrolysis of the TiCl, modified by malonic acid can be
suggested as follows :
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Theoretical study of the Malonic acid and the

predictive complex:

Electrostatic Potential of Malonic acid: The Electron
distribution governs the electrostatic potential of
molecule ,and it is used to predict the nuclophilic attack
of metal ion to the reactive sites in the legand. The
Electrostatic potential of free ligand were calculated and
plotted as 2D contour of the malonic acid as shown in
figure (2-A) to investigate the interactions between
ligands and Ti**.HyperChem can show the forms of the
highest occupied molecular orbital (HOMO) and the
lowest unoccupied molecular orbital (LUMOQO) (also
known as Frontier orbitals) by a plot at a slice through
the molecule . Overlap between the HOMO and LUMO
is a governing factor in the reaction between metals and
legands (as a less polar reactions ). Figure (2-B) shows
The HOMO and LUMO value were plotted as 2D
contour to get more information about this molecule.

.
¢ @ &

A ¢
Fig. (2):A: Electrostatic Potential as 2D contours for

Malonic acid, B: The HOMO and LUMO as 2D for
malonic acid .

Geometry  optimization:Semi-empirical  calculations
could give an understandable picture about the
intermolecular interactions. It is a tool for the
determination of stability of molecule by incorporating
quantum mechanical parameters into the calculation.
Present study used PM3 method for the semi empirical
calculation. theoretically probable structure of Ti-
Malonate have been optimized with the method for the
semi empirical calculation that implemented in the
program package Hyper Chem. 8.0.3 as shown in figure

@3).
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Fig. (3): Conformational Structure of Ti:aco. complex,
red:oxygen, blue: carbon, green:titanium, gray:
hydrogen.

Calculation _of Energy Parameters: Calculation of
Energy Parameters by Using PM3 Simulations to
predict the total energy (AEt ) (Eq (1), The heat of
formation (AHg) and the binding energy(AEp) ( the
energy required to release an electron from its atomic or
molecular orbital®) to investigate the  Chemical
stability of the malonic acids and its complex by using
PM3 calculation in hyperchem program . The results
obtained in this calculation was summarized in Table(2).

Table(2): Conformation energetic (in Kcal. mol™) for the
malonic acid and Ti-Mal complex
[ 15, NS

| -18258

12133

; j:’du;ég‘mi! i ™ T

acid

AEr - (AHp) + (AE) +
Eq (1)

Where:(AHg): Heat of formation, (AEg) :Electronic
energy (AEy) : Nuclear energy

(AEg) +  (AEy)

Optimized vibrational spectr for Ti-Malonate
complexe:  PM3 calculations by semi-imperical in
hyperchem program  was used for evaluation the
vibrational spectra of the Ti-malonate complex and the
theoretically calculated wave numbers were compared
with the experimental values that disused above. The
most diagnostic calculated vibrational frequencies are

shown in the table (3) .

Table (3): Comparison between the Experimental and
Theoretical Vibrational Frequencies (cm™) of Ti-
malonate complexes

[ Ve (COO-¥om*

== x

Compoond 4 (COONemT | AV(vee v, vem

| #1587 %1382 *203
| #*1613 #4396 | *218
where :* theoretical frequency, **experimental frequency

The results showed some deviations from the
experimental values, these deviations are generally
acceptable in theoretical calculations(26) becouse of the
difference in the experimental measurements and
theoretical treatment of vibration spectrum.

Ti-malogate

X-Ray diffraction XRD:XRD was employed to
determine the crystalline phase of the samples that
modified by malonic acid.The samples alcined at
different tempartures(500,700 and 900) °C for
2hrs.Figures (4) to( 6) showed the XRD patterns of Ti-
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mal samples calcined at(500,700 and 900) °C
respectively. Table(4) reported a clear anatase phase and
the rutile phase that can be found for all samples. by
increasing the temperature from 500 to 700 °C all
modified sample have a good anatase ratio (>50%) that
mean the modification of the samples by carboxylic
acids lower the anatase to rutile transition at high
temperature.

It was previously reported that the anatse phase has
an corner-shared TiOg octahedral structure while rutile
has a edge—shared TiOs octahedral structure®” The
mechanism of anatase-rutile phase transformation was
temperature-dependent depending on the data obtained
from XRD. Anatase-to-rutile transformation in pure
titania usually occurs at 600 to 700 °C ®2)|n the
present work the anatase phase dominate in all samples
at 700°C with different anatase percentage.The antase
percentage increase by increasing in mol ratios from 1/2
to 2/1(TiCl, /acid)

|

Fig. (4):XRD patterns of Til-mallcalcined at (500°C)

A
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fig.(5): XRD pattern for TiO, samples calcined at 700
°C:A:Ti2-Mal1, B:Til-Mal1, C:Til-Mal2.

A
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Fig.(6): XRD pattern for TiO, samples calcined at 900
°C :A:Ti2-Mall, B:Til-Mal1, C:Til-Mal2

Table (4): anatase phase and the rutile phase that can be
found for all modified samples

sample “ofor anatase phase at different temperanire

RS 700 °C [900 °C
[ T5:-Mal 1 100% 193 59, s
[T Mal; [ T00% T88% o9
[ T1,"Mal: ' To0%% 1 88% 0%

because of the presence of more acid molecules able to
coordinate with Ti ions and give longer polymeric Ti-
malonate. All of this result in more stable and more
regular arrangement corner -sharing octahedral anatase
TiO, which can resist the rearrangement to rutile phase
when the temprature increased to 700 °C . At 900°C all
TiO, samples give 100% rutile phase .

Scanning electronic microscope SEM: SEM was
used to examine morphology of the samples that
calcined at 500°C for 2hours. The SEM image of
malonic acid modified sample
(Ti1:Mall),(figure7)shows spherical particles and some
small particles agglomerate with rough surface.
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Atomic force microscope (AFM): Figure (8) shows the
3D images and the grannlarity comulation chart for the
samples that modified by malonic acid that calcinated at
500 °C. The averages diameter of the particle concluded
in table (5) below.

Fig.(8):the 3D images and the grannlarity comulation for
the TiO, samples that modified by malonic
acid:(a):Ti2:mall,(b): Til:mall,(c): Til:mal2

Table(5): The average diameter of the TiO, modified

samples

[ Sample [ Ti2iMali [ Tit:Mall Tl Mall |
| Average dimmmeter nm [ 587 893 933 |
From the above results, it is clearly seen that the

particles size decrease by increasing the acid molar ratio
from 1/2 to 1/1 (TiCl, /acid) because of more molcules
available to coordinated to more Ti** ions and form
more and extent Ti-adipate polymeric chains This
stable extent chains give regular arranged octahedral
that will dispersed the particles and form smaller
individual particles . A little increase in the particle
size when increasing to the mole ratios of acids to 1/2
(TiCl, /acid) this may be because of excess amount of
acid molcules give individual short polymeric chaines
which give larger agglomeration particles.

The results of X-Ray, AFM, SEM indicated that more
interactions between carboxylic groups and titanium ion
lead to stronger polymeric chains and more cross-linking
molecules and as these chains become stronger the
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release of them will be slower. It has been previously
reported that a gel network with little branching and
cross linking with a smaller void region is
morphologically weak and collapses easily on
calcinations ©*» . The Sol-gel contain polymeric chains
with significant branching and cross-linking, the gel has
large void region and strong influence on porosity,
surface area and particle size ®2 .

Photo degradation of P-NP using Ti-Mal. samples
calcined at different temp: Photocatalyst studies had
been carried out on acids modified samples at calcination
temperatures (500, 700 and 900 °C) under the optimized
conditions that examined before (1g/L from catalyst,
100ml of 1o ppm P-NP at pH 4.5 irradiated by medium
pressure mercury lamp 125w for 100min.). The
Langmuir-hinshelwood (L-H) model first order model
was applied to analyzed data, it has been widely used for
catalytic reaction rate in gas-phase and liquid phase
photocatalysis ®® when the concentration of water and
oxygen remain constant. The Kinetic rate is simplified to
a pseudo-first order kinetic model:

InS =kKt=Kt
where : C: Concentration of the pollutant (mole/dm?®), t :

irradiation time (min), k : reaction rate constant (min™),
K: Langmuir constant (L/mol)

Figures (9-11) show the Photodegradation rates by
applying the first order kinetic models for modified
samples.

0.8 2
’/,-./.
T 06 " ® 2/1MALS00
3 Vo '
504 ‘5 A W 1/2MAL700
/ ,,_-"';’;. A L
0. 4 1/2MALS00
0 bk
0 50 100 150

time min.

Fig. (9):the first order kinetic model of photo catalytic
degradation of P-NP for Ti2:Mall modified samples at
(500),(700) and(900) °C

12
1 >
8
g s & * 1/1mas00
g o6 ) = ¥ /1ma700
- 04 Z 4 1/1maf900
;:-"’-
0.2
0 _.—-a——-——s—‘f—?
0 50 100 150

Time min.

Fig.(10 ): the first order kinetic model of photo catalytic
degradation of P-NP for Til:Mall modified samples at
(500),(700) and(900) °C
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Fig.(11 ): the first order kinetic model of photo catalytic
degradation of P-NP for Til:Mall modified samples at
(500),(700) and(900) °C

The first order rate constant of each modified sample
estimated from thefigures above and the percentage of
anatase phase calculated previously from X.R.D. data
showed in table (6)

Table (6) The first order rate constant (Kp.np) Of P-NP
photodegradation using the Ti-Mal. samples calciend at
500,700,900 °C

Sofor ppatane at K Rrsor t TOOAC | [ Kpap at900 %

Sammple } . . (105 (*109)

S00 T00 | 900

Tiy-Mal, - 68% | " 1.8 0.09

Try-Mal, 100% | 73% | 0% 19 0.09

} \ ; \ { { }
Ty -Mad BEY o 093 1546 0.09

The data of (Kp.np) in the table(6) showed that: At 500
°C all samples have a good rate constant. At 700 °C, the
results of rate constantan showed higher rate constant, so
the samples with small ratio of rutile will enhanced the
photocatalytic activity, although these samples have
partical size higher than those calcined at 500 °C . It has
been previously found the anatase/rutile interactions
improved the photo catalytic activity ®” . Peter D. et.al,
found that the conductive band of rutille lies higher tha
that of anatase by about (0.3-0.4) ev .This staggered
alignment of the bands means that migrating holes
accumulate in rutile, while electrons in anatase and this
will promote the charge separation and enhances the
photochemical activity of mixed phaseTiO, powders.

When the calcination tempature increased to 900 °C all
samples give a small amount of degradation after
100min irradiation because all samples contain 100%
rutile.

Conclusion:

The used of malonic acid as a chemical modifier and a
bidentate ligand to prepared nanoparticles TiO, can
delay the anatase to rutile phase transformation because
this ligand can coodinate with Ti** and make long stable
polymeric chains that can give retention of anatase up to
88% at 700 °C and the presence of small ratio of rutile
proved the charge separation as well as enhanced the
photoactivity of TiO, This long polymers act as
dispersion materials that forbidden the TiO, particals to
coagulate to give nanoparticles TiO.,.
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In this research the ligand 1,3-bis[(E)-(2-hydroxy-3-nitrophenyl) Methyl idene] urea and
its complexes using salts of Cu(Il), Ni(ll) and V(IV) were prepared and they have been
identified using the spectroscopic measurements (ultraviolet-visible and

infrared)

spectroscopy and conductivity measurements, all these measurements confirmed that the
geometry structures of the complexes Cu(ll) and Ni(ll) were distorted octahedron but the
geometry structure of V(IV) is quintet. The theoretical study of the ligand and its
complexes using GaussView05/Gaussian09w with semi-empirical (PM6) method were
conducted to measure the (IR and UV spectroscopy), and some of physical and

thermodynamic properties.
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INTRODUCTION
Schiff bases are organic bases containing the imine
(C=N) functional group. A Schiff base is nitrogen
analog of an aldehyde or ketone in which the C=0
group is replaced by C=N-R group. A large number of
Schiff bases and their complexes had been studied for
their interesting and important properties e.g. their
ability to reversibly bind oxygen; catalytic activity in
hydrogenation of olefins; transfer of an amino group;
photo chromic properties and complexing ability
towards some toxic metals. Schiff bases are good
chelating agent, it must contain additional strategically
located ligands besides the nitrogen or the site of
condensation so that a five-member or six-member
chelating ring complex can be formed on reaction with a
metal ion [1]. The prepared ligand and complexes were
studied theoretically using the program
GaussView05/Gaussian09w for comparison between the
practical and theoretical part, where Gauss View is the
most advanced and powerful graphical interface
available for Gaussian, which contains several methods
for assigning atoms to the distinct layers used by semi-
empirical (PMg) method to divide the problem in to the
regions of differing modeling accuracy/computational
cost[2].
Experimental
Materials:

All materials are used in this investigation were
purchased from sigma /Aldrich and used as received.
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They include; 3-nitrosalicyldehyde, urea, copper (lI)
sulfate (CuSQ4.6H20),Nickel (Il)sulfate(NiSO4.6H,0),
Vanadyl(1V)sulfate(VOS04.5H,0) Ammonium
hydroxide (NH4OH), Ethanol (C;HsOH), DMF (Di
Methyl Formamide) and 10% NaOH.

Instruments:

UV-Vis. Spectrophotometer (Model: CARY 100,
VARIAN Co.) in the (200-800)nm regions, FTIR
spectrophotometer (Model: SHIMADZU) in the (4000-
400)cm* regions and conductivity meter (Model: WTW
F56) with platinum electrode.

Preparation of Schiff base:

The ligand under investigation was prepared by
condensing (2mmole) of 3-nitrosalicyldehyde and
(Immole) of urea according to this method: 25ml of
urea ethanolic solution (Immole, 0.60g) was added to
ethanolic  solution  (2mmole, 3.36g) of 3-
nitrosalicyldehyde. Few drops of 10% NaOH were
added to adjust pH, then refluxed with stirring for six
hours and the precipitate was collected by filtration
through Buchner funnel, re crystallized from ethanol
and dried at room temperature with a melting point is in
the range of (100-102)C°[3].

Preparation of complexes:
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The complexes of Ni(Il), Cu(ll) and V(IV) ions
derived from 1,3-[(E)-2-hydroxy-3-nitrophenyl)methyl
idene] urea were synthesized by refluxing 25ml of
(Immole, 0.45g, 0.454g and 0.422g) of the mentioned
metal salts, respectively, to 25ml of ligand, few drops of
NHsOH solution were added and the mixtures were
refluxed for 3hrs. The obtained products were filtered,
washed several times with hot ethanol until the filtrate
becomes colorless and then dried, the melting points of
all complexes are > 300C° [3].

Computational Details:

The first task for the computational work was to
determine the optimized geometry of the ligand 1,3 -
[(E)-2-hydroxy-3-nitrophenyl) methyl idene] urea and
all prepared complexes. The molecular structures of the
ligand and complexes in the ground state is computed
by Gaussian09w with semi-empirical (PM6) method.
The optimized structural parameters were used in
calculations  at  semi-empirical (Pm6)  for
thermodynamic parameters and vibrational frequencies

[4].

Results and Discussion
Electronic Spectra:

UV/Vis. Spectra of ligand in free state with ethanol
solvent practically showed absorption peaks present at
(272 and 391)nm, the first peak is (n-") transition while
the second peak present (n-r”) transition. The peaks that
related to (n-n") transition in the ligand dislodged
toward different frequency pair of metal ion and this
shift due to coordinate electrons for N and O of the
ligand to the metal ion[5]. The UV-Vis. Spectrum of
Cu(I1), Ni(ll) and V(IV) complexes showed absorptions
360nm (27777cm™), 360nm (25575cm™) and 366nm
(27322cm™) respectively, which are expected to be a
charge transfer of the orbital (d-p) [6, 7]. By semi-
empirical (PM6) method, the prepared ligand and its
complexes showed small electronic absorptions
deviation from practical absorptions. Table (1) shows
the electronic spectrum of the prepared ligand and its
complexes practically and theoretically:

Table 1: practical and Theoretical Absorptions of

Electronic Bands of the Ligand and
Complexes
Proposed formula Band I Band II
(M. wt) (nm) (nm)
C1:HoN4O4 272 391
(358) (271.42) (393.08)p
[Cu (C1sH N0, (Ha0)] 324 360
(454.99) (336.74)p (360.83)p
[Ni (C1sH1oN407)(H20):] 204 3591
(450.7) (205)p (386)p
[VO C1sHioN40] 205 366
(422.97) (205.02)p (352.56)p

P: Semi-empirical (PM6)

The small differences in the absorptions between
practical and theoretical may be due to the fact that
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calculation did not take in to account the effects of the
medium and solvent as it was the calculation of
molecules obtained in the gaseous state. Figures (1) and
(2) show the practical and theoretical UV spectrum of
the ligand and Ni (I1) complex:
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Figure 1: The Practical and Theoretical UV
Spectrum of the Ligand 1,3-[(E)-2-hydroxy-3-
nitrophenyl) methyl idene]urea

Figure 2: The Practical and Theoretical UV
Spectrum of the Complex [Ni C1sH10N4O7]

Infrared Spectra:

The IR spectrum of the prepared ligand 1,3-[(E)-(2-
hydroxy-3-nitrophenyl) methyl ideneJurea showed
absorption bands at (3525cm™) return to (O-H) and
absorption bands at (1702cm™) return to (C=0), that
was shifted in the complexes to (1662, 1695 and
1714)cm?, and 1588cm™ return to (C=N), that was
shifted to (1591, 1580 and 1574)cm?[8, 9]. These
frequencies shifts proved that the metal ions were
coordinated with ligand through N and O atoms. The
absorption bands (454, 455 and 472)cm* emerged in the
complexes, which return to the bond (M-N) and the
absorption bands (618, 623 and 651)cm™ return to the
bond (M-0) [10, 11].

By using GaussView05/Gaussian09w with semi-
empirical (PM6) method, the prepared ligand and its
complexes showed converged bands with the practical
bands. Table (2) shows the infrared spectrum of the
ligand and its complexes practically and theoretically:
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Table 2: Practical and Theoretical Infrared
Spectrum of the Prepared Ligand and its Complexes
Coenp. E batsds (e 'y
Vo | V=X W o UC-0 o | nio Ung ¥
CotfaNo 1515 1588 1266 1702 . .
(3414w | (1607w | (1262 | (17049
[Cn (CH N O XH0k) au 1491 1299 16562 . 618 454
(3090 | (1600w | (1302 | (1656 ()] (455
[N (OB N0 H 0N 36 1580 1288 1694 s 623 455
(3406 J (5880 | (11870 | (1686% | (1019 | (836 ]| (461
VO CuMuNOY : 1574 1122 1714 - 651 a2
(1600w [ (11309 | (16919 (656 | (4TI

P: Semi-empirical (PM6)

The error percentage between practical and theoretical
infrared spectrum between (0.1-8.5) %, Figures (3) and
(4) show the practical and theoretical IR spectrum of the
ligand and its complexes:

Figure 3: a) The Practical IR Spectra of the Ligand
1,3-[(E)-2-hydroxy-3-nitrophenyl) methyl idene]Jurea
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Figure 3: b) The Theoretical IR Spectra of the
Ligand1,3-[(E)-2-hydroxy-3-nitrophenyl) methyl
idene]urea

IEigure 4: a) The Practical IR Spectra of Nickei
Complex [Ni (C1sH10N4O7)(H20)2]
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Figure 4: b) The Theoretical IR Spectra of Nickel
Complex [Ni (C1sH10N4O7)(H20)2]

Molar Conductivity Measurements:

The molar conductivity values of the prepared
complexes in the DMSO solvent were (13.2-19) ohmr
L.ecm?.mol?, which indicate that the electrolyte solutions
are weakly in their nature. Table (3) shows the molar
conductivity of the prepared complexes:

Table 3: Molar Conductivity of the Prepared
Complexes

Comp. Molar Conductivity
{ohm! cm?moll)
[Cu (C1sHoN407 1 Ha0):] 19
[Ni (C1sHoN4O7 1 H20):] 13.2
[VO CisHigN4O-] 153

Figure(5) shows the geometrical structures of the ligand

LA (E)2 -y droay -5 sttropbeny Dmetby bdessures [NEOCRH N ONWHON)

10 (CullNsO-WHADR|
Figure 5: The Geometrical Structures of Ligand and
Proposed Complexes

VO €N Od

Thermodynamic Properties Calculations and Bond
Lengths Measurements of the Ligand and
Complexes using Gaussian09w:

Gaussian09w program was used to calculate the
thermodynamic properties of the ligand and its
complexes with semi-empirical (PM6) method like (free
energy, enthalpy, entropy and total energy) with the
standard conditions as shown in table (4) and
calculating the bond lengths by the same method, which
includes building the molecule in the best possible
image of chemical and energy optimization as shown in
table (5).
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Table 4: Theoretical Values of the Ligand and its
Complexes Energies

Comp AN Endalpy AGHFree AS‘(Ennopy) EiTonad
{heal el Energy) Keal mol= X Enesgs)
keal molt) kcal ool
CuHpNO 199360 142.54) 15423
[Cu (C el 220 5% 177 3% 0,144
INI €M NeO- KO R 174 754 130 200 0Ls

VO CH N0 104 580 7518 0157 145993

Tahle £: The Bond Lesgths Vakee of the Ligaad sad ity Complezen
Cong C=0 | CoN | NeO C-0 0O-H CN | M=O | M-O0 | M-N
Cral N & 1.2% 129 1
[Cu (C 8 NO OR) | 12 1.27 123 14 98 147 183 | 084
N (CiaHyed 4,00 12 1.2 125 145 Q.95 146 1480 | 0.70
i 12

VO ClH N0 1.25 144 147 63 | 156 | 049

Conclusions

Through the theoretical study of the prepared ligand
and its complexes we can conclude the following:
1- The geometrical structures of the prepared ligand and
its complexes were determined by UV, IR and
conductivity measurements, which compared to the
theoretical results, a simple differences was noticed,
which may be due to the fact that the calculations have
been actually done on a single molecule in gaseous
state.
2- A large number of the ligands and their complexes
can be diagnosed depending on the theoretical study
without preparating these compounds.
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Production, Partially Purification and Estimation of serratiopeptidase from serratia
marcescens was the base of this study .Serratiopeptidase (STP) is a proteolytic enzyme
with wide medical applications .Serratia marcescens strain was cultured in production
media (PM) containing maltoseas carbon source and the nitrogen source used were soy
bean meal. The Serratiopeptidase (STP) enzyme activity was determined according to
gelatin clearing zone .Optimal condition for (STP) enzyme productionin Optimal
temperature 32C°was 25hrs Incubation period; media ingredient was glucose and pH=
7.3.The crud enzyme production gave (0.7) Relative enzyme activity (REA)at 68™ hrs. At
partially purification in 40% saturationt by ammonium sulphate gave (0.73) Relative
enzyme activity REA. While dialysed sample gave (0.76)Relative enzyme activity REA.
From results it is concluded that Serratiopeptidase activity increased as the increase in
enzyme concentration also STP enzyme production affected by the experiment condition.

dadal

Cidhal) Jlas 408 oy Serratiopeptidase a3 s g 4 jal) 4l 5 2 s 4l jall e
S Cued Apdall Yl 8 i g IS8 Jerion 5 0 5l Jlae a0 31 54 sSerratia marcescens
i el 68 saal (pa s yill HuadS Lgall Jobdau gy o5l HaaeS jlld) e g slall zlY) Jau
il Jslaall (0 %40 (3 (0,73) Wi el g 3V1illad ColS Ly, (0,7) el oA oy 5391 Al lS
i) 3l all A o w35V 2l Bl Cag plal) Al 50 o5 3855 5hall Aue 8 (0,76) 5 st sa¥) il
Aagiill 238 e gm0 BV ZUEY JuadY) 3 S 1 57 3 s huell ¥ 5 AeluD SAlcaall 5 i il 232
Aol Gy ok iy 4alil s a3V 38 580k 5y 2l 35 ey 5V Ailadsl i

INTRODUCTION

Serratia marcescens has become a significant organism
in our nosocomial infections and hospital epidemiology.
Serratiopeptidase (STP) or serrapeptase orseralysin is a
proteolytic enzyme that has been one of the three largest
groups of industrial enzyme and account for about 60%
of total worldwide sale of enzyme and binds to a2 —
macroglobulin in the blood in a ratio 1:1 this helps to
mask its antigenicity but retains its enzyme activity [1].
It widely used in medical for treatment pain and
inflammation [2-3] .The Serratiopeptidase treatment
arthritis [4] surgery, sinusitis, bronchitis and painful
swelling of the breasts and another disease[5]. All so it
may be useful for atherosclerosis .It is stable up to
60C0and denatured by increasing the temprrature. In
combination therapyobserved remission in about 81% of
the cases against 56.4% with antibiotic alone. The
antibiotic ofloxacin was found to be effective with
Serratiopeptidase[6] The enzyme is absorbed through
the intestines and transported directly into the blood
stream The Serratiopeptidase (STP) is greatly
production by Serratia marcescens depend on the
compound of culture media such as organic and carbon
sources .The enzyme produced extracellular in
submerged and solid state fermentation by the bacterium
.The enzyme is an extracellular metalloproteinase with
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three zinc ligands and one active site , which is essential
for proteolytic activity ,and its substrate specificity is
somewhat similar to that of thermolysin(EC 3.4.24.4)
produced by Bacillus thermoproteolyticaus[7-8] The
present study aims to know which the method that
increase the productivity of Serratiopeptidase (STP) by
Estimation of Relative Enzyme Activity with optimal
condition [9-10].

Material and method :

Microorganism : One isolate of Serratia marcescens
were obtained from clinical specimen with septicemia
in Baghdad hospital .The isolate were identified
biochemically (biotype analysis) in addition to Epi 20
analysis .Stock culture were maintained in nutrient broth
and allowed to grow overnight at 37C0 before being
used.

Production , Extraction and Purification of STP :

Serratiopeptidase crude enzymeproduction reported by
Pansuriya andinghal[11] was used ,which contained
maltose(45g/l),soy bean meal(65g/l), KH2PO4(8.0g/l)
and Nacl (5.0g/1),PH 7.0. The medium was sterilized in
autoclaved at 121CO0 for 15 min before inoculation with
bacteria (500 ml flask with 150ml medium ,2%
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inoculums size, 200 rpm orbital shaker and incubated for
68th hours at 32C0). The medium was used for
Serratiopeptidase production.

Ammonium sulphate precipitation was carried outby
concentration of Ammonium sulphate 40% saturation .
Maximum yield of enzyme phase of fermentation broth
was harvested and centrifuged at 10,000 rpm for 20
minutes and the supernatant was filtered twicethrough
the Whatmann filter paper Nol. The extracted enzyme
was preserved in the refrigerator at 4C0 and used as a
crud (STP) enzyme .The 100micrud enzyme was
saturated with solid ammonium sulphate in a beaker
placed on a magnetic stirrer. The precipitated protein
were separated by centrifugation at 5000rpm for 15 min
.The pellet was then dissolved in 2.5 ml phosphate buffer
of pH7 while supernatant was discarded . [11-12].

The pellet then introduced in to dialysis bag and dialyzed
against distilled water for 3 hours and against phosphate
buffer at pH-7 .Purified STP enzyme was used for
enzyme assay|[6].

Enzyme assay

Gelatin clearing zone technique :

The enzyme activity was determined according to gelatin
clearing zone technique. In this assay ,soluble gelatin
(1% wiv) was emulsified and supplemented with (1.5
w/V) bacto agar . pHwas adjusted as required with proper
buffer (e.gphosphate buffer at pH7.0) Cups (well) were
made (3 cups) in plate .Equal amounts (0.1 ml
suitable)of extracted enzyme (or enzyme solution) to be
assayed were introduced into each cup. The plate were
incubated at 32 COfor 24 h . At the end of incubation
time, the plate were flooded with previously prepared
mercuric chloride (Hgcl) in Hcl solution (Hgcl,15g and
20ml of 6NHcl completed to 100ml distilled water and
the mean diameters of gelatin clearing zone was
calculated .

Then use Relativeenzyme activity = clear zone diameter
— colony diameter/ clear zone diameter according to
Mohankumar; A, etal (2011) .[6]

Optimization of enzyme production :

Effect of incubation period:

The fermentation is carried out for different incubation
periods as 10 hrs, 18, 24. 36 and 45hrs at 32 C0.[6]
Effect of pH :

Phsphate buffer of different pH values as 6.5, 6.8, 7.3,
7.7, and 8.0 was prepared.The pH of production medium
was adjusted using the buffer and the effect of pH
studied.[6]

Effect of media ingredient :

All three ingredient (soyabean meal , K2HPO4, and
glucose ) of the fermentation were subjected to process
of elimination : one ingredient at a time.[6]

Results and Discussion :

Serratiopeptidase production:

Theextracellular STP enzyme was produced by
serratiamarcescens. Theresultsobtained in this work
revealed the ability ofserratiamarcescens strain to
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produce the extracellular protease enzyme. (Fig 1)[1]
.The production medium containing maltose as carbon
source,soy bean meal was nitrogen source with aeration
and agitation can give higher yield of SRP activity.The
production medium(PM)gave (0.7)Relative enzyme
activity (REA) greater than another medium at 68hr[6].
Ammonium sulphate was added slowly to the
supernatant with gentle stirring the maximum Relative
enzyme activity REA of the pellet was found to (0.73) .
Partial Purification of SRP enzyme wasdone by
ammonium sulphateprecipitation with 40% saturation
[9]. While dialysis sample gave (0.76)Relative enzyme
activity (REA) ,results aim increase the STP
enzymeproduction by 3 steps. Dialysis sample gave
maximum hydrolysis zone by using gelatin clearing zone
technique as described by [6-9](Fig2,3)(Tablel)
Optimization of enzyme productioncan noted in (Table
2,3,4) that appeared optimal pH 7.3 ; incubation period
25 hours ; andmedia ingredientwasglucose byusing
gelatin clearing zone technique at optimal temperature
32C0.That indicate the best broth ingredient was
maltose; an optimum carbon source was glucose ; an
optimum nitrogen source enzyme production was soya
bean meal .[1-13]

Fig 1 : Extracellular enzyme by Serratiamarcescen on
casein agar

Fig 2: Hydrolysis of gelatin by serratiopeptidase in :
1.crud enzyme production

2. partially purification by ammonium sulphate.

3. dialysis



Fig 3 :
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= grud
W anonimm sulphate

dinbysis

Relative Enzyme Activity (REA) in crud

,ammonium sulphate and dialysis sample.

Table 1 : Zone diameter of enzyme assay.
o ~Tenzyme sour Gczimm] Thex
1 2 o7
2 Ammonium sulphate | 2.2 |073
) Diatyss 25 L" 16
Table 2 : Effect of incubation period on SRP production
5r. Mo | incubation pericd [Fes) | aCzimm|
L i 23
2 13 r]
E = (E]
] T3s (28
5 a5 3.6
Table 3 : Effect of pH on SRP production
Sr. Mo Ditferent pH valua GCZ|mim
1 B.5 213
2 B.B 13
E] 7.3 37
L T 19
B &0 16
Table 4 : Effect of elimination of one ingredient in

fermentation media on STP production

¥, No

Elmnatonrgredent GC2{ )

1

Soyshean meal 21

KPR 25

| flocoze 131
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The investigated parasites of Entamoeba.histolytica and Giardia lamblia for a period of 48
months. Feces sample were collected from AL-Karama hospital-Bagdad by use direct
examination for 6239 suspected with parasite infection in both sex. The percentage of
infection overall were 14.71% with a difference yearly distribution of these parasites
according to months however, the highest incidence of infection overall were observed in
May with 22.17% and the lowest percentage was in September with a percentage of
9.17%. The highest percentage of total parasites E.histolytica infection were recorded in
May reach about 20.38% while ,G.lamblia was 5.98% in April.

The lowest rates of infection for overall the two investigated parasites were in September
to reach about 7.06% for the E.histolytica while 0.94% were recorded in December for
G.lamblia no correlation was observed between gender and infection for both parasites

were recorded.
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INTRODUCTION

Entamoeba histolytica is a common parasite in the large
intestine of humans, certain other primates, and some
other animals. Many cases are asymptomatic except in
humans or among animals living under stress, ingested
cysts from contaminated food or water form trophozoites
in the small intestine these pass to the colon and may
invade the epithelium [1].Giardia lamblia similar to
Entamoeba histolytica has two life cycle stages the bi
nucleate trophozoites and cysts ingested cysts from
contaminated food form trophozoites in the duodenum
where they attach to the wall but do not invade[2]

The environmental factors and social-economic factors
are the most important variables affecting the spread
infection by intestinal parasites. The environmental
factors are responsible for development and spread the
infected stages of parasites while the socio-economic
factors responsible for the environment pollution with
parasites  through the consolidation and the
contamination of direct contact with infected stages of
parasite [3] Another research reported that parasites that
cause diarrhea over 12 months in Al-Anbar province
,and noted that highest rate of infection overall had
appeared in June with a percentage 58.7% and lowest
percentage were in December to 14.1%.The recorded
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highest rate of infection by Entamoeba histolytica in
males and females were in January with percentage
range of 50% to 66.6%,respectively,while least rate in
june and November were ranged from 14.3% to
11.1%respectively.The highest rates of overall infection
by Giardia lamblia has emerged in November and
September were recorded between 80.5%to 93.8% in
both sex respectively. However , the lower rates of
infection with this parasite were found in January 33.3%
in both sexes[4]. The investigated of intestinal parasites
that caused infect humans and spread among the
population of the province of Diyala showed the highest
rate of infection from total reached in June 58.7% and
lowest were recorded September to about (22.5%) [5]. In
the field survey during the period of the month
November 1999 until the end of the month of April 2000
to investigate intestinal parasites among primary school
and kindergarten students in Baghdad [6] found that the
highest proportion of total infection in primary schools
and kindergartens were in the February (66.5%) and
(51.8%) respectively. Studied the highest total infection
rates by Entamoeba histolytica in primary schools and
kindergartens were in the month of November(11.2%)
and also showed (7.2%) respectively, and the lowest rate
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in the month of February (6.2%) and January (3.6%)
respectively. Total infection by Giardia lamblia reached
in primary schools and kindergartens highest in the
month of April (19.6%) and (28.7%), respectively,while
recorded the lowest in the month of December (13.1%)
in the schools and the month of January (12.5%) in the
kindergartens.Because of the lack of studies that have
touched on the subject of the spread of parasites who
include the current study, according to seasonal
changes.we found conducting this study was to become
the best support for other future studied.

Materials and Methods

(6239) investigated samples were collected from AL-
Karama teaching hospital-Baghdad where achieved to
confine the spread of infection by Entamoeba histolytica
and Giardia lamblia for the period from January2002
until the end of December 2005, using the direct
examination method by use normal saline and iodine
solution. The method was used as was described by [7]
as it taking the appropriate amount of feces (the end of
special wood sticks) and from different regions of the
sample placed on both sides of a clean slide glass where
the mixed sample at the first party a droplet of normal
saline 0.85% and at the second party mix sample a drop
of iodine to search for cyst stages , then put the lid slide
glass and then examine all the slides by using low power
magnification(X10) first and then high power (X40) to
diagnose the vegetative and cyst parasitic stages [8], [9]
for more diagnostic prepared three swabs from each
sample and examined carefully.

Results

The results indicated that the highest rate of total
infection total by two parasites respondents of this study
had been recorded in the month of May (22. 17%), while
appeared the lowest rate of total infection in the month
of September (9.71%) (Table -1) as the table highlights
the lack of clear distinctions in the distribution of the
total infection between males and females.
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Table 1. Total infection by two types of intestinal
parasites and percentage according to sex per month.
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The study revealed that the highest percentage of total
parasitic infection by Entamoeba histolytica have been
found in the month May(20.38%) and the lowest number
was in the month of September (7.06%), while recorded
the highest percentage of infection overall parasite
Giardia lamblia in the month of April (5.98%) either
less total percentage of infection with this parasite was in
the month of December (0.94%) (Table-2).

Table (2): - Total rates of infection by the two types of
intestinal parasites months during the study period.

Parasite fatomaeba hisfolytxo Gavdio ambho
Infecton
~and per Sl No. of
mfscrion
—fnoath N — 1 S — S———
January 32 us 4 144
February a3 12 9 208
March W LAY K 1
April B &3 X 6.09
May 20 20.38 2% 53
une T nn 1.6
Y B 1251 3 193
Augu 42 9,08 1 25
..... mbe 7,08 1 248
October 5 218 15 3.E
NOovembear 4@ 1020 " 2k
December 59 11.09 0.4
Tota 782 1255 155 255
Discussion

In this study recorded the highest rate of total infection
with both parasites in the month of May(22.17%)(Table-
1) these result of an approach to the result of [4] ,[5],they
were the highest rates of total infection in the month of
June(58.7%) in the both studies. While the current study
that the lower rate of total infection by two parasites was
in the month of September(9.71%) and thus approaching
the study of [5],who reported the lowest rate of total
infection in the month of September also was (22.95%)
could interpret of the result this result depending on the
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fact that intestinal parasites are more presence in warm
areas compared with the cold region [10], as is the
tropics and subtropics of the most appropriate area to
live intestinal parasites because of its climatic conditions
suitable for the sustainability and development of their
different roles, such as heat and humidity[11]. The
results show that the highest proportion of total infection
by Entamoeba histolytica have emerged in the month of
May(20.38%) (table -2 )and this is different from what
his record [4] as the percentage of total infection by this
parasite the highest rate in the month of January for
each males and females(50.0%) and( 66.6%)
respectively, while any less the nationality of the total
infection by this parasite in the month of September
(7.06%) ( Table-2)a result approach to which found [7]
as it record lower rates of infection with the parasite in
the winter season(January and February)in each of the
primary schools and
kindergartens(6.2%),(3.6%)respectively.

This may be attributed to the presence of other factors
for the transmission of parasites in the warm months and
the proliferation and spread of insects of medical vectors
of disease, especially houseflies [5] and increasingly also
in the months eating juices and cold refreshments from
outside the home, particularly street vendors ,which can
be a compromise suitable for many protozoan parasite as
Entamoeba histolytica and Giardia lamblia result of
contamination due to the observance of conditions of
hygiene by those in charge of preparation [6] as the habit
ingrained long ago in buying food from street vendors
and eat it pose a sustained, where the source of a great
importance for the infection not easy controlled as it is
not easy to eliminate this habit [12]. The table shows
himself to the highest rate of total parasitic infection by
Giardia lamblia has appeared in the month of
April(5.98%),which is similar to the recorded [6] in the
student primary and kindergartens as it emerged overall
infection by this parasite ,highest percentage in the
month of April (19.6%) and (28.7%) respectively .The
lowest percentage of infection entirely this parasite was
found in the month January(0.94%) ,which is a approach
to recorded by [4] ( January 33.3% for both sexes) and
the [6],December (13.1%) in primary school and January
(12.5%) inkindergartens .
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The current study was designed to characterized the correlation between the two
lymphocytes CD3+ and CD8+ in urinary bladder carcinoma patients and to investigate
these to markers in relation with some aspects like age, gender, grade, stage, smoking and
sites, of those patients. The expression of correlation between CD3, CD8 and bladder
cancer was determined by using immunohistochemical assay. The present results revealed
that bladder tissue sections were collected from 40 patients with transitional cell
carcinoma and squamous cell carcinoma who had undergone cystactomy . These samples
were collected during the period between (2012-2014). Lymphocytes marker CD8 was
detected immunohistochemically in 15 patients (37.5%) out of 40. Whereas , the CD3 was
detected in 21 (52.5%) out of 40. So, the histological grade included 21, 9, 10 as well,
moderate and poor differentiated respectively. Otherwise, results indicated that the
positive results for cytotoxic T-lymphocyte CD8 was highly significant related with each
of grade, site and stage of the tumor and with significant relationship with each of sex, age
and smoking patients . Whereas, the positive results of CD3 lymphocytes was significantly
higher related in each of smoking patients and the stage of the tumor, and significantly
related with age, site and histological grade but there was non significant correlation with
gender of those patients.
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INTRODUCTION

The urinary is a muscular organ where the urine stored,
located in the pelvis[1]. The second most recurrent
malignancy on the urinary tract is bladder carcinoma [2].
It is characterized by wide variability in prognosis[3].
The most common type of bladder carcinoma is
transitional cell carcinoma [4] which is 90% of bladder
are urothelial cell carcinoma [5] it is makeup the inner
most lining of the bladder wall or urinary tract.
Categorized to non invasive , invasive or superficial and
papillary or flat[6]. Whereas, the second most common
type of bladder cancer is squamous cell carcinoma , it is
similar to tumors arising in other organs . squamous cell
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carcinoma derived from bladder urothelium but in pure
squamous phynotype[7,8].

The bladder was more common three times in men than
in women[9].

Smoking is the major cause of (UBC) , it is estimated to
account for 50% of tumors , so it is recognized as the
most important risk factor of bladder cancer[10]. 90% of
bladder cancer cases happen in older patients more than
55 years old[11].

Tumor infiltrating lymphocytes (TILs) are the main
effector cells in antitumor T cell immunity [12,13]. They
are activated by specific antigens that stimulate them to
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exert their helper , effector or regulatory functions to
mount and orchestrate an efficient immune response [14]
Recent studies show that the several kinds of tumor
infiltrating lymphocytes (TIL) associated with better
disease comes from various cancers of human [15,16].
The effect of particular immune response determined by
the balance between various type of T-cell. Previously it
has been shown that the tumor infiltrating lymphocytes
of both CD8 and CD3 promotes survival in bladder
cancer patients [12,13].

CD8 T cells mostly play a role in killing antigen bearing
cancerous cells [14]. Furthermore, important marker in
the classification of malignant is CD3 , also this marker
is useful in the identification of T-cell [17].
MATERIALS AND METHODS

Paraffin embedded block samples were obtained
from 40 lIraqgi patients with bladder cancer whom
already undergone surgical operations at Baghdad
Medical City between June 2012- february 2014. No one
of these patients had received anticancer therapy before
the surgery . The male — female ratio 1:1 with 20 male
and 20 female with mean age 62 years ranged between
(45-85)years . Compared with 10 apparently healthy
control where there ages and gender were matched to
patients group. CD3 and CD8 were determined in
specimens using immunohistochemistry and performed
as recommended in leaflet with kits:-

- The detection system used for CD3 and CD8 was
Immunohistochemistry(IHC).

Universal Dakocytomation labeled Streptavidin-Biotin 2
system, Horseradish Peroxidase (LSAB-2 system. HRP).
Ready to use detection system, code no. KO0673
(CA.USA). for (IHC).

- Ready to use primary antibody (polyclonal Rabbit Anti
Human CD3. code no. Nr. A0452. Dakocytomation.
Denmark.

- Ready to use primary antibody (Monoclonal Mouse
Anti Human CD8. Clone:C8/ 144B. code no. Nr.
M7103. Dako.Denmark.

Immunohistochemical assay:

Paraffin embedded block were sectioned in 4um
thikness by using microtome. All these sections were
deparaffinized and dehydrated. These specimens were
dewaxed in xylene, a series of (100,90,70) and D.W
respectively, then placed in an endogenous peroxidase
block for 25 min., added CD3 or CD8 as a primary Ab in
each of samples for 90 min., washing with PBS ,
secondary Ab was added and incubated for 1 hr. in
humid chamber, streptavidin for 30 min. counterstained
by Mayer’s hematoxyline , dehydration by using serial
of ethyl alcohol(70,90,100)% and xylol.

Statistical analysis:

The statistical analysis system —SAS [18] was used
to effect of differences factors in study parameters. The
chi-square ( y° )test at the comparative between
percentage in this study.

Results and Discussion

Fourty paraffine embedded tissue blocks for urinary
bladder cancer patients were studied
immunohistochemically by using polyclonal antibody |,
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detection for CD3 general T-cells and monoclonal
antibody for cytotoxic T-lymphocytes CD8

The mean age for present study patients is 62 years
ranged between (45-85) years , previous studies reported
the same mean age with bladder cancer which was > 60
years [19, 20, 21] which there cases ranged between (34-
87) years with mean age 63 , and 66 years consequently.

Transitional cell carcinoma of bladder is one of the most
common neoplasis in developed countries [22]. In our
study the most cases were transitional cell carcinoma
62.5% and the squamous cell carcinoma were 37.5%
[23,24]confirmed with our results , they reported that 90
to 95 % of all bladder cancer incidence on transitional
cell carcinoma and it’s the most common type of
malignancy.

The results indicated that the well differentiated
carcinoma were detected in 52.5%, poorly differentiated
in 25% and 22.5% moderately differentiated carcinoma .
This finding agree with [25] who found the well
differentiated tumor in 44.4% which was the most
common among this patients and 38.9 poorly
differentiated , 16.7% for moderately differentiated
tumor. In contrast with [26] who reported the high
incidence of moderately and poor differentiated 86.8%
of their study population.

Regarding to our study and as shown in table 1 and 2 ,
the positive results for CD3 in total number of 40 cases
was detected in 21 samples (52.5%), whereas, cytotoxic
tumor infiltrating lymphocyte CD8 was detected in
(37.5%) 15 out of 40 patients.

The impairment general tumor infiltrating lymphocytes
CD3 was detected not only in peripheral blood
lymphocytes but also in tumor infiltrating lymphocytes
[27]

Cytotoxic T-lymphocyte CD8 have been associated with
clinical outcomes in many types of tumor [12]

The results showed in (Table-1), there were highly
significant association between CD8 TILs and each of
histological grade , site and stage of the tumor
,p=(0.0048), p=(0.0027) and p=(0.0138) respectively at
(p<0.01), also there was significantly correlation with
each of age (p=0.0271), gender (p=0.041) , and smoking
(p=0.0427) at (p<0.05).

Major histocompatibility complex and cytotoxic T-
lymphocytes CD8 also the general TLs CD3 in bladder
cancer have not been previously reported.

The presence of intratumoral cytotoxic TILs CD8 were
associated significantly with clinical outcome among
patients with muscle invasive bladder cancer [12].
Which confirmed with our studied results. Whereas,
[12,13,28] disagreed with our results who reported there
were statistically not significant differences in
population densities of expression CTLs CD8 positive
cells with various clinicopathological aspects including
age, sex of patients , growth pattern , clinical stage and
histological grade of the tumor. This finding of CD3
high score was a good prognostic factor for bladder
cancer cases and the high levels of tumor infiltrating
lymphocytes refers to have a protective effects[12].
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So as shown in (Table-2), there were highly significant
correlation found between CD3 with each of smoking
and stage of cancer at p<0.01, also have statistically
significant association with age, site and grade of
patients at p<0.05, but there was non significant
correlation with patients gender

Conclusions

It could be conclude from this study there were highly
significant association between CTLs CD8 and CD3
general lymphocytes with histological grade and stage of
bladder carcinoma, so, it is a useful in clinical evaluation
of patients with both of transitional cell and squamous
cell carcinoma. Removal of the tumor may improve the
cellular immunity of patients.

Table (1) Distribution patent of Iragi bladder
carcinoma patients according to their age, tumor site,
gender and tumor grade,smoking habit and stage of their
lesion in relation with CD3 by immunohistochemistry
(IHC).

The factor Number of Potients (%) | P~ value
€03 {6} positive | COS(INMC) And x' - Vahae
negative
Total No.=21
TotaiNo.~ 19
Age
€60 8 %33 01%52.6 0
» 80 A Ml NS X <z
Turreee ute
e L Speés 4 4
$0C NS5 631 Y edf
Tumar Grase
Wel 10{%47 & L11IN57 5} 0463
loderate T[%333) 2N10S §332°
Paar M9 6f%3
Gander
Nae LIPS ) VNET r L4
e Of%e47 eEL 6 84 N
Scage
In "isl 1785 “
" w 6{%38 5 M2 Y s3954%
Smoses 13%61 ¥ STE] - 00038
Nen sncher e 12pe63.1  =11416%°

*Significant (p< 0.05), **Highly significant(p< 0.01),
NS: Non Significant
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Table (2): Distribution of bladder carcinoma patients in
relation with CD8 CTLs in immunohistochemical (IHC)
method according to their gender, site of tumor and
grade, smoking habit , age and stage of the tumor.

The factor Nember of Patiants %) P~ valoe
COA {IHC) poaitive CO8 IHC)  negative And - Valus
Total Mo~ 1S Total Mo~ 25

Age

£ 60 Si%4D) s Pa0027)

> &0 e Ses2 Yealle

Tumes ure

T TI45 6% BT, 80027

%®e BINSE 3 ™2 150

Tumes Grade

W 10155 6 114 2004

Moderme NG BN s

P AW 614

Gendes

Maie RINE3 3 w4g Pa00s

mae L) e ¥ea

Stage

[ 14/%353 3§ 16054 Fe0D138

mow L BWIE ' «30.724%

Smokes Ty 147536 F=00427

Non enoker %6 11044 ) el 3T

*Significant ( p< 0.05), **Highly significant (p< 0.01)
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The present study was conducted to investigate the effects of toxoplasmosis on liver,
kidney and some blood ions such as (calcium, potassium & sodium). A total of 100 blood
samples were obtained from pregnant women in several health centers in Baghdad city,
which consist of (70 seropositive & 30 seronegative/control group), aged between 20 — 47
years old from September 2013 till September 2014. All of these cases were tested to
specific antibody to Toxoplasma gondii by using Latex agglutination test and ( IgM &
IgG) antibodies using ELIZA technique. The serum samples were examined for liver
function (serum asparate aminotransferase[AST/GOT], serum alanine
aminotransferase[ALT/GPT] and serum alkaline phosphatase ALP); kidney function
(serum creatinine and blood urea), in addition to( calcium, potassium and sodium) ions.
The results showed that the mean levels of ALT, AST and ALP in addition to urea and
creatinine were highly significant increased in the seropositive pregnant women compared
with control group. On the other hand, decreased calcium level and increased of potassium
level was observed, while no significant effects on the level of sodium. We conclude from
this study, the toxoplasmosis affects liver, kidney and some blood ions due to the changes
on many biochemical parameters in patients group.
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INTRODUCTION

Toxoplasmosis is a well known protozoal infection
caused by obligate intracellular parasite Toxoplasma
gondii which is one of the world’s most common
parasites[1]. It is now believed to be a coccidian parasite
but an unusual one, having an intestinal phase in its
homologous host like family felidae, particularly
domestic cat, and an extra-intestinal phase in its
heterologous host, such as man, mouse and other
animals[2]. Toxoplasmosis is a globally distributed
zoonosis with a clinical impact in the unborn fetus and in
the  immunosuppressed  individual[3]. A  clear
understanding of how this parasite moves through the
environment between wildlife, domestigated animals and
humans, is critical in informing risk assessment and
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identifying potential interventions to reduce the burden
of disease[4,5]. Toxoplasma gondii could be either
congenital where it is transmitted through placenta[6], or
acquired in several ways including contact with
contaminated food or ingestion of undercooked infected
meat, dust soil and it can be also acquired via blood
transfusion[7,8]. It infects man and other warm-blooded
animals on every continent, this disease is of economic
importance in regard to animal reproduction and has
become a public health concern since it leads to abortion
and neonatal complications in humans, on the other hand
educational programs focused on reducing T. gondii
environmental contamination are essential for the
congenital infection control[9].
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The aim of the present study is to determine the kidney,
liver functions and some blood ions in toxoplasmosis
women from different areas in Baghdad city.

MATERIALS AND METHODS
Sample Collection:-

100 blood samples were carried out on pregnant women
aged between (20-47) years old (70 seropositive & 30
seronegative for toxoplasmosis disease), from september
2013 to september 2014. These samples were taken from
patients and control, which were collected from several
health centers in Baghdad City, then centrifuged and sera
were collected then kept frozen at (-20°c) until analyzed.
Serological tests:-

This tests were used for detection of specific antibody of
Latex Agglutination test and IgM & 1gG antibodies
using Enzyme-Linked Immunosorbent Assay (ELIZA)
technique (BioTek) USA.
Laboratory tests:-

1-Liver function tests: This tests were evaluated by
estimation of activates of:-

a-Serum alanine aminotransferase (ALT/GPT): (kit,
LINEAR CHEMICALS, S.L., SPAIN), by UV
enzymatic method.

b-Serum asparate aminotransferase (AST/GOT): (kit,

LINEAR CHEMICALS, S.L, SPAIN), by UV
enzymatic method.
c-Serum  Alkaline  Phosphatase  (ALP):  (kit,

BioMerieux, France), by Colorimetric determination of
alkaline phosphatase activity [10].

2-Kidney function tests: This tests were evaluated by
estimation of :-

a-Serum Creatinine (kit, LINEAR CHEMICALS, S.L.,
SPAIN), by Kinetic colorimetric method.

b-Blood Urea (kit, LINEAR CHEMICALS, S.L.,
SPAIN), by Enzymatic colorimetric method.

3-Blood lons:-
a-Calcium level
LINEAR CHEMICALS,
colorimetric method)[11].
b-Potassium level (kit,
Biochemica and Diagnostica
Turbidimetric Test.

c-Sodium level (kit, Human Gesellschaft for
Biochemica and Diagnostica  mbH), by Phtometric
Determination of Serum Sodium Mg-Uranylacetate
Method, Colour Test[12].

was determined by using (Kit,
S.L., SPAIN)(Total

Human Gesellschaft for
mbH), by Phtometric

Statistical Analysis
The Statistical Analysis System- SAS, was used to
effect of different factors in study parameters. Least
significant difference —LSD test was used to significant
compare between means & Chi-square test was used to
significant compare between percentage in this
study[13].

RESULTS AND DISCUSSION
This study appeared the affect of toxoplasmosis infection
on (liver & kidney) functions, and some blood ions such
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as (sodium, potassium & calcium) in infected group
compared with control group.

As shown in Table-1-, the IgG & IgM antibodies were
increased in the sera of women with toxoplasmosis in the
percent (68.57% & 21.43%) respectively, while this
result appeared (10.00%) for (1gG & IgM) antibodies.So
the  chi-square  test  here  showed  highly
significant(11.094)(p<0.01) for this result.

Table 1: Distribution of Toxoplasma sample study
according to (IgG, IgM & IgG+IgM) antibodies

o

Antibodies No I

Percentage (s}

Iz0 i8 J 6857

I igM 15 43

1000

| TG 1M

[ -
I

1000

Chilsquare — 7 1L 0ad e

(P<D01)**

Table-2-, shows the effect of toxoplasmosis on kidney
function so, this result apperead increased in the mean of
urea concentration (69.48+1.85)mg/dl, compared with
control group (30.73£0.79)mg/dl. On the other hand, the
mean of creatinine also showed increased in highly
significant in infected group (1.564+0.045)mg/dl,
compared with control group (0.646+0.023)mg/dl, so
when we copared between two groups by T-test
apperead highly significant in these concentrations
(5.745&0.141).(p<0.01). Renal failure means decreased
in glomerular filtration for this reason, in biochemical
tests the renal failure appeared typically by an elevated
serum creatinine[14]. Toxoplasmosis and many other
parasites cause to glomerular lesions and urinary
abnormalities such as proteinuria, lymphocyturia and
pyuria were occurred[15]. This result was similar to[16].

Table 2: Compare between Toxoplasma (+ve) and

control group (-ve) in BloodUrea &  Serum
Creatinine
Group | No Mean = SE
Bleed Urea Serus Creatinine
Mp'@ Mgdl
Toxcplasma (*ve) 0 60482 [ 85 1 564 20045

Conteel (-ve) | 30 WIi=019

T —test value 5745 ** 0.F41 **

(p=0.0%)**

Table-3- appeared that increased in the means of ALT,
AST and ALP activities in infected group
(Toxoplasmosis women)(15.95+0.26, 15.97+0.27 and
104.61+1.11)IU/L respectively, while they were showed
(7.56+0.23, 6.67+0.27 and 73.47+£1.37)IU/L respectively
in control group. So, the T-test value here showed highly
significant differences (0.855, 0.903 & 3.801)(p<0.01),
when we compared between two groups. Toxoplasmosis
could be associated with abnormal liver function tests,
round cell infiltration in the portal areas, swollen
endothelial cells and/or focal necrosis of liver cells.[17].
It causes progressive and extensive damage to the liver,
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remarkable proliferations of organisms like damage
which  occurred about changes in the liver
metabolism[18]. Changes of ALT & AST varied
according to the qualitative difference in intensity of
inflammation by strains of Toxoplasma & host[19]. This
result agreement with [16,20,21].

Table 3: Compare between Toxoplasma (+ve) and
control group (-ve) in GPT,

GOT & ALP
Group No Mean = SE
GPT(IUL) GOT(IUL) ALP(IUL)
Toxoplasma 0 1395=026 1597=027 104 61 =
(+ve) I
Contrel {-ye) i0 71562023 6672027 ) 7
T-test valoe D.855 e 0903 01 ¢
=

On the other hand from this study, table-4- showed the
effect of toxoplasmosis on many concentrations of blood
ions such as calcium, potassium & sodium, this result

appeared  decreased in  mean of calcium
concentration(4.97£0.06)mg/dl  and  increased in
potassium  concentration(6.00+£0.11)mmol/L,  while
showed not changes in sodium

concentration(142.34+0.58)mmol/L in all positive cases
compared with control group(8.44+0.07, 4.72+0.06 and
143.86+0.84) respectively, for this reason when we
compared between two groups by T- test showed highly
significant in calcium & potassium concentrations(0.228
& 0.348), while appeared non significant in
sodium(2.064). The reduced of calcium concentration
may be due to that the cases with hypocalcaemia may be
more susceptible to invasion by Toxoplasma gondii
especially during pregnancy, which is leads to calcium
decrease as aresult of the more require to calcium for the
fetal skeletal during pregnancy which is a time of
increased need for calcium[22]. In addition to inverse
relationship between calcium concentration in the
cytoplasm of host cell and the ability of this parasite to
invade the cells, so the increase of host cell calcium
leads to decreased invasion of parasite[23]. This result
was similar to[24]. Furtherly, the present study appeare
change in potassium concentration due to the
Toxoplasma has the ability to respond to changes in the
concentration of ions such as potassium[25]. In addition
this study showed increased level of urea & creatinine
which mentoined above , so this result may be leads to
impaired excretion of potassium resulting to
hyperkalemia[26].
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Table 4: Compare between Toxoplasma (+ve) and

control group (-ve) in S.
Calcium , S. Potassium & S. Sodium
Group No Mean = SE
S 3 3
Calctumimg @l | Potasshunizmol L) | Sodismimmet L)
Toxoplasma 70 $57=2006 600= 011 42342058
(*vye)
Coatrol (-ve) §44=007 472005 143 86 = 0 84
T-tes2 value 0228 o¢ 0348 ** 2064 NS
** (P<D.01) NS: Now-sigmificamt

In conclusion, the toxoplasmosis affects liver, kidney
functions which were evidenced by increase levels
(concentrations) of ALT, AST & ALP activities, in
addition to urea & creatinine concentrations in patient’s
group. Furtherly, it also causes (decrease calcium, and
increase of potassium, but not affect on sodium)
concentrations  according to some biochemical
parameters.
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INTRODUCTION

Convection-diffusion-reaction problems are solved in
various fields of sciences and technologies, e.g.,
transport problems of heat and solutes in moving fluids.
In many applications the Peclet humber (ratio between
the convection term (velocity field) to diffusivity
coefficient) is high (>>1), so the problems become
convection dominant; otherwise, it is diffusive
dominated. In such circumstances the standard Galerkin
approximation becomes unstable (spurious oscillation
are frequently detected in the solution), and stabilizing
term must be added in order to increase accuracy. In
finite element literature, it is well known that the
standard Galerkin method using piecewise linear
performs poorly for the convective dominated model [9].
Hence, elaborate numerical schemes based on new ideas
such as upwind scheme, Petrov-Galerkin method,
characteristic methods and etc. have been developed to
perform stable computation [18]. For the convection-
diffusion-reaction equation, the behavior of the solution
depends on the magnitude of the velocity field and the
diffusivity coefficient.

Upwind schemes is class of numerical discretization
methods for solving hyperbolic partial differential
equations (HPDES). Its attempt to discretize HPDES by
using finite element biased in the direction determined
by the sign of the characteristic speeds. These schemes
based on an integral formula have the following
advantages [6], [2]:

(i) They are effective particularly in the case when the

convection is dominated.
(if) Solutions obtained by them satisfy a discrete
conservation law.

(iii) Solutions obtained by a scheme satisfy a discrete
maximum principle (under suitable conditions).

The present paper is composed of three sections. In
section 1 we drive the forward-Galerkin and two

47

schemes of upwind finite element methods for time-
dependent  convection-diffusion-reaction  problem.
Section 2 we discuss the LZ-error estimate for the
previous methods. Section 3 some numerical results
present to show the efficiency of present schemes.

1. Time — Dependent Modeling problem and Some

Notations:
Throughout this paper, L,(Q) denotes usual

Lebesgue space where Q c R? is a bounded
domain with boundary I such that

L,(Q) = {v:vis defined on Q and [, v*dQ < oo}

the inner product of this space is
(v, W)i2¢q) = [, vw dx , equipped with the norm
Ivll2c0) = /(fn vidx). L7(Q) ={v:lv(x)| <
oo for almostall x € 2},

equipped with the norm

vl e0(0) = maxzealv(x)].

HY(Q) = {v,% €12(2),i=1,..,N} the inner

product of this space is
W, W)y = J,lvw + PvPwldx,

equipped with the norm
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ol = (Lol +17021dn) e also
define H}(Q) ={v e H*(2): v =0o0onT}.

Consider the linear time-dependent Convection-
Diffusion-Reaction problem (CDR) [4]:

U —abu+b.Vut+cu=f in
=0

nx{0,7],

ulx,t) on I'x(0,7],

wr,0)=u® in D= QUT
in which a and ¢ are a diffusion and reaction
constant coefficients respectively, b:Q x [0,T] —
R?, b = (by, by) is a convection coefficient (a
divergence-free velocity field). The functional
setting for this problem can be defined in the term
of the space V = H}(Q), for f e L?(Q), u’e€
L*(Q) and b € (L*(©))%. Problem (1.1) admits a

unique solution u which belong
to L2(0,T; H () n €°(0,T; L2(Q)) [1].
1.1 Finite element triangulations

The finite element (FE) method, in its

simplest form, is a specific process of constructing
subspaces V}, c V (finite dimension subspace of V')
which are called finite element spaces. This
construction is characterized by the following basic
aspects:

The first aspect and certainly the most
characteristic is discretization such as triangulation
T, established over Q = QUT of Q c R2 Thus
T, denotes a partition of Q into disjoint triangles e
such that the following properties are satisfied [7] ,

[3]:

1) Q = UeETh e.

2) For each e €Ty, the set e is closed and the
interior e is nonempty.

3) For each distinct e;,e, €T, onehase; N
6'2 = Q.

4) No vertex P; of any triangle lies on the interior
of a side of another.

5) For each e € Ty, the boundary de is Lipchitz-

continuous.

(1.1a)
(1.1b)

(L1c)
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For each e € T;, we define:
h, =The longest side of e,

k, =The diameter of the circle inscribed in e,

h = maxh,.
eETh
o
P;
£
€2

Fig 1.1: The triangulation T}, of the domain 0

1.2 Forward-Galerkin Approximation Method:

The  standard Euler-Galerkin ~ finite  element
approximation to (1.1) is given as follows: Find the weak
form of (1.1):

(ug, v) + (aVu, Vo) + (b.Vu, v) + (cu, v)

= (f,v) Vv EYV,
u(x,0) = u° (1.2)
we can write equation (1.2) in the form:
(ug,v) + A(u, v)
= (f,v), (1.3)

where  A(u,v) = (aVu, Vv) + (cu,v) + B(u, v),
B(,v) = (b.Vu,v) and (.,.) is the L?(Q) inner
product.

The discrete solution of (1.3): Find u, € V, = H}(Q)
such that:

(Une, vp) + Alup, vi) = (f, v),

ug(xi) =u’(x;)

thEVh

i=1,..,N (1.4)
where :

A(up, vy) = (aVuy, Vop) + (cup, vy) + B(up, vy) ,
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V,, is a finite dimensional subspace of H (Q),
the discrete solution

up = NiL w (e (x) | [3]:
So, when choosing v, = ¢;(x),

j=1,..,N, (N number of elements ) we get:

D ui® (0@, 95) + ) wOAW0, 9,6
=1 i=1
= (f.0;0),
j=1,..,N,
Mu'(t) + Gu(t) =
F, (1.5)
The matrix form is:
where M = (m;;) is a
my; = (@), ;@) =
Jo 0i()e;(x)dx, (1.6)

symmetric mass matrix with

G = (g;j) is a non-symmetric matrix, with entries,

9 = A (i), 9;(0)
abﬂwww%m
+ b.Vo;(x)p;(x)
+ e (D)@ (0)dx, (1.7)
And

F=(f) is a vector, with

fgf(pj(x)dx-

fi= U 9;(x)) =

By using forward-difference formula then equation (1.5),
will be [7]:

u™t = (I + AtM~1G)u™ + AtM™1F™,
n=1,.,N-1 (1.8)

1.3 Upwind schemes
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Now, two upwind —type finite element schemes will be
derive for problem (1.1), denoted by PGMH and T1 such
that:

Scheme PGMH: we get this scheme by combining
Petrov-Galerkin and Mizukami-Hughes ([8]; [11])

Scheme T1: scheme choosing an upwind element by
Tabata [14].

1.3.1 Scheme PGMH:

Suppose that the domain is divided into a union of
triangles see Fig. 2.1. The PGMH formulation modifies
the Galerkin test function such that the test functions
differ from the shape functions by adding an additional
term to Galerkin test function

b.Vo;
1)) j=1,..,N
38|b.Ve,|

and

where 6 = Tz—h; T = coth(pe) — p—le , pe =

|blh

2a '’

such that the test function for PGMH given by:

q’]—(p] 35|b.Vg01| ) ]_ ) reny

the modified test function to lead to the same terms as
the regular Galerkin formulation in (1.5), addition with
PGMH stabilization terms,

(M +M)u'(t) + (G + G)u(r)

=F+F, (1.9)
where
M= (my;), My = V((Pi(x)'b-(l’j(x)) ,
1
Y = 351b.Ve, |

G =(gi;), Gij =vI(b-Vo.b.Ve;) + (cei b.Ve;)]

the first term depends on the second derivative of ¢ (x),
but this shape functions are linear, then this term drops
to zero.

F=(f) fi= fyfb-V%»

[9)

then:
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u™l = (I + AAM™1G)u™ + AtM~1F™
n=1.,N—-1 (1.10)

Where ,
M=M+M, 6G=G+G, F=F+F.
1.3.2 Scheme T1:

Scheme T1 depends on the choosing an
upwind element define in (1.1) when the triangulation in
Fig.(1.1) as a barycentric domain. We must triangulate
Q to obtain a set of closed triangle {T;})., and a set of
interior nodal points {P;}}*,.Holding the usual
assumption that triangles do not degenerate [17]. By
associating the functions ¢;, and ¢;, which satisfying
the following properties [15]:

(1) vip €V and
vin(B) = 8 =
1 ifi=j o
{0 if i % fori,j=1,..,N.
(2) 7, € L2(Q) such that 7, = {1 on &
B 0 e.w
Wwhere  Q;is the barycentric domain

associated with P; see [6].

Define a lumping operator — from V,, into L?>(Q) as
follows:

—V, — [*(Q),

u, — iy = Y, u; @i, Where u; is the value of u, at
P,.

Then the upwind finite element approximation scheme
of explicit type for (1.1): Find uy; € V},, such that:

uptt —ay -~ -
—ar ,Un | + A(up, vp) + (R(up), o)

= (f(nAt), ﬁh) ,Vvh € Vh

up(P) =u’(P) i=1,...N,n
1,.,N—1, (1.11)

where [13]:

A(up, vy) = (aVuy, Vv,) + (cup, vy)

N
Frdo) =) frgm . f=f(Pndt)

i=1

Sci., Vol. 27, No 1, 2016

N
R@H) = Y R @DFn
i=1

n oup
R;(up) = —b,(P) ¥

oup
|T,£ - bZ(Pl)E |T}L,
T{ and T} are X— upwind finite element and Y—
upwind finite element at P; respectively [14].

since W, = XL, u; @y, and choose Ty = @y, j =
1,...,N and by a brief calculation then equation (1.11)
in matrix form given by:

u™t =y — AtMTYHu™ — AtR(u™)1
+ AtF (1.12)

where

_ areaof O; if i=j
M=(mij)=(‘pih:(pjh)={0 ' L-]j: iij’

)

H = (h;) = A(9u ¢;)

consider as example only the case where b (P;),
b,(P;) =0 so, P; has neighboring nodal points {
Py, ..., Py} see Fig. 2.1.

P (xi2.92) Py (X0 ¥0)
Pz (x52. %)
ri Pixuw) Pig (x5 ¥is)
X
I:‘.‘
Fa (a1 ) Fis (x55:%i5)

Fig. 2.1 P; and neighboring

In this case Ty is A P;P;3P;, and Tj is A P;P,P;s , then
[14]:

Yiz — Via YVia — Vi
R.(u®) = —b, (P; { n oy n
l(uh) 1( l) ZMix u], ZMix u1,3
Vi — Vi3
+ )
oM,
Xis — Xig Xig — X
-b (P){ : ul + un
2 i 2Miy i ZML'y i3
Xi — Xis .
4 1.13
2Miy ul4—} ( )
where M, = areaof T{ , M;, = areaof T and

(x;, y;) the coordinates of P;, j =1,...,6.
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2. ERROR ESTIMATE

Our numerical methods will allow us to apply different
finite element spaces at different times in order to
capture moving local phenomena. For n = 0(1)N, let
T,, = {K} be a spatial discretization of the domain Q, and
V, be a finite element subspace of H(Q) with grid
parameter h, , and interpolation polynomials of degree
k.,  inelement K and at time step n. Also let

hn = maXKeTh(hn,K)' kn =

maxKeTh(kn,K), and k = max, (k)
Remark 2.1: (1) For simplicity we denote

r=knyx,z=hyx and s =
Hr+1(K).

(2) Ignore the space of norm in all proofs below.
The following approximation property holds [5]:

For n = 0(1)N,

inf ||w — ;
nf llo — ol

<C() 2D w2

KEeTp

(2.1)

j=01,Yw € H}(Q) nH*"*1(Q), where C is a

constant independent of w, n, h,, and k.
2.1. Error Estimate of Forward-Galerkin Method

Suppose that U° €V, is an initial
approximation of u(.,0). For n = 0(1)N, first compute
L? —Projection U™ € V,, by solving

(2.2)
then compute U™t € V;, by:

(Un+1 _ ﬁn

A ,(p) + (aAT™, Vo) + (b.VU™, ¢)

+(c0™9)=("e) (23)

In order to make error estimate for the scheme, use the
elliptic projection P,u of u: Find B,u €V, for each
t € [0, T] such that [5]:

(aV(u — P,u), Vo) + (c(u — B,u),9) =0
€ V. (2.4)

Vo
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Similar to (2.1)
lu = Paull; < €Y. 220170 [l

K€ETp

j=01vt €[0,T]. (2.5)

This can be guaranteed by requiring that the
triangulation be regular at each time level and that all
finite elements be affine [3].

Theorem 2.1: Suppose that the solution to problem (1.1)
satisfies the regularity
requirement u €

12(0,T; HE (@) n €°(0,T; L2(Q)) ,u, € L2(H**1(Q) n
H{(@))and u, € L?(0,T;L2(Q)). Let U™ be the
solution of scheme (2.2),(2.3). Then error estimate
form = 0(1)N, where At are sufficiently small

+1 +1)12
”un -yr ”L°°(L2(Q))

< ClE+ Y 220Dl 120y (2.6)
KETp
m
Z At[(aV(u™ — U™, V(u" — U™))
n=0
+(cur — U™), (™ — U™))]
< C{E,
m
2 2
£ D Azl )
n=0 KET},
where
E,
= flu® - U

Ui tnt m
T el T+ DY Py
t n=0

n=0KeTy, ~In
- Pn)un“]z

1) Bt Py — PO

n=0

m
2(r+1) 2
1t ) Pl
n=0

KeTp
tns
+ At?(
tn

el g2 40)°]

and P,u is the elliptic projection defined by (2.4).
Proof: we will use the following notations in the proof:
; 6, =0"—Pu"

epi1 = Un+1 _ Pnun+1

— g nt+1 n+1 LD =N n
n,=u"" —-Pu s Th=u—Pu

2.7)

(2.8)
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Note that the exact solution u satisfies:

un+1 _ un
(T,q)) + (aVu™, Vo) + (b.Vu", @)

+ (cu™, 9) = (") + (6™ )

Vo €HF(Q)  (29)
where o" the standard forward difference equation is
given by:

u™l -y Ju

n J— PR —
lo™ll = ||~ = 5; (t)
tn+1
< [ el (2.10)
t

n

subtracting (2.9) from (2.3) with add and subtract from
all terms in left hand side of subscript n + 1 the term
P,u™*! and of subscript n the term P,u® and by using
(2.4) and choose ¢ = &, obtain the following error
equation:

eny1 — €
(o )+ aven, ven) + (oo )

_ ((Tn+1 — ) g )

At T
—(b.V(8,
— 1), én) (2.11)

estimate the error equation term by term. For simplicity

to show :
(en+1 - én) &
At T
2At ——[llen411?
= [1énllI?] (2.12)
and from (2.5) with replacing u by(u™** — u™), get:
741 — Fall

g C{Z : tni1

KeTp

1
z't ”ut||LZ(L2(Q))dt]2}E

tn

Now estimate the second term of the right hand side of
(2.11) with applying Green's formula [6] on the first term
in the right hand side with some simplification, we get:

(b- V(fn - én)r én)
< c{llénlf + 171173
1
+ E [(aVé,, Vé,)

+ (céy, é,)] (2.14)
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combining (2.11)-(2.14) get the following error
inequality:
lens1ll? = &, ll* + At[(aVé,, Vé,) + (céy, é,)]
< C{Rlléll
+At(llél1? + 17 11%)3 (2.15)

where:

f+1 +1 2 1
) .
QL 2 el 0?2

KeTp “Un

tn+
+ At f el 22t
, L (L (n))

n

The relationship between |[le, 41|l and |[€, ]l is, [10]:

”en+1”2 - ”en”2 + At[(aVénx Vén) + (Cén; én)]
< C{Fnz + ”f'n - I'n”2
+ At(llenll? + (1T, — rall?
+IIEM7} (2.16)

by taking the summation from n = 0 to m we obtain:-

max |len 111> — lleoll?
0<n<m

+ Z At[(aVe,, Ve,) + (céy, €,)]

< C{E(Fn)z ' (Zurn Uk

m
+ " Atlley?
n=0
m
+ ) Atlliy = P
n=0
m
£ AtlAl%)
n=0

(2.17)

(2.1%) will simply all terms in the above inequality, we

have:

n+1 __

+112
||u un ”L°°(L2(Q)) <

C{E +ZKETh 2(r+1)”u”Loo(L2(Q))}

m o At[(aV(u™ — U™), V(™ — U™) + (c(u" —
Un) (un _ Un))
CLEy + Sio Scer, A 22 uln 5 )

O
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2.2 Error estimate of (PGMH) Scheme:

Compute u" eV, by:
Un+1 _ U‘n _ _
(T' @) + (av0™, Vo) + (b.VI™, §)
+(cU™ @) =(f"9) (2.18)
A~ _ bV _ ﬂ _
where P=¢p+w 'w_36|b.V(p|'6_2'T_

coth(pe) — pie, (2.19)

and ¢ the test function of standard Galerkin

Theorem 2.2: Suppose that the solution to problem
(1.1) satisfies the regularity requirement u €

12(0,T; HE (@) n €°(0,T; L2(Q)) , u, € L2(H**1(Q) n
H{ () and u,, € L2(0,T; L2(Q)). Let U™ be the
solution of scheme (2.2),(2.18). Then error estimate
form = 0(1)N, where At are sufficiently small

”un+1 _ Un+1”12,°°(L2

< C{E, + Z Zz(”l)llu”iw(Lz(m)}

KEeTp

@)
(2.20)

Z At[(aV@™ — U™, V(" — U™))
n=0

+(c@™=U™), (W =U")+b.Vu"—-U")))]
< C{E,

+i z At (227

n=0 KET},
+ 2Dl ) (2.21)
E,
= [lu® - U°|I?

n=0 KTy " tn

L tnst m
T el 261+ DY Py
n=0
m

= BT + 1) Atll Py = BT
n=0

m
2(r+1) 2
SNl U

n=0 KE€Tp
tn+1

+ At?(

tn

”u“”LZ(LZ(n))dt)Z]

Proof: Note that the exact solution u satisfies:

oy
(A—t' (f)) + (aVu™, Vo) + (b. VU™, @)
+ (cu™, @) = (" @)+ (6", 9), Vo

€ H:(Q) (2.23)

By using the same procedure in proof of Theorem 2.1
with change ¢ = &, in (2.19) so, we have:

eny1 — €n) — (1 — 13
<( n+1 n)At ( n+1 n) ) én) + (aVén, Vén)
(en+1 - én) - (rn+1 - fn)
At

+ (cén, &) + ( ,9b. Vén)

+ (cé,,9b.Vé,)
=(—o™é,) — (b.V(&, — 1), &) + (—a™9b.V&,)

—(b.V(&,

—£,),9b.Vé,), (2.24)

_ 1
" 358|bvel

where @ =¢é,+9b.Vé,, ¥

equation (2.24) we can write it:

<(en+1 - én)

AL ,én> + (aVe,,Vé,) + (cé,, é,)

_ (rn+1 - 7A'n) —oh e
At o

— (b.V(e,
=), én) (2.25a)
e —é
(M, b. Ve“n) +(cé,, b.Vé,)
At
Tns1 — 7an n A )
==L —0"b.V
< At ? “n

—(b.V(&, —#,),b.Vé,) (2.25b)

the proof of error equation (1.25a) is similar to the proof
of theorem (1.1). Estimate the error equation (2.25b)
term by term. The first term of the left hand side can be
written:

(en+1 - én) N
<A—t’ b. Ven

< Clllen+11I?

— lléall?].

the second term of the right hand side of (2.25b) can be
estimated:

(2.26)

(b.V(F, — &,),b.V8,)

(2.22) = CE”fn“%
— llé,li3, (2.27)
combining (2.25b)-(2.27) with (2.13) and

some simplification get the following error inequality:
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llenssll2 = llenll? + At(cé,, b.Vé,)
< C{E2 + |If, — 1l
+ At(llenll? + |1, — 7|12
+1I71D)  (2.28)

by taking the summation from n = 0 to m we obtain:-

max |len1]1? — lleoll?
0snsm

m
+ Z At(ce,, b.Ve,)
n=0
m m
<) (B + O i = rall)?
n=0 n=0
m
) Atlle
n=0

m
+ D el = Rl
n=0

m
£ Al
n=0

after simply all term of above inequality get:

(2.29)

1 1112
”un+ —_ynt ||L°°(L2(_Q))

< CE At ) 2Dl ) (2:30)
KEeTp
m
DAt (e - UM, bY@ - UM)]
n=0
< C{E,
m
+ D ANl )
n=0 K€Ty

finally, the error estimates of PGMH scheme is:

||un+1 _ Un+1”z°°(L2(Q))
2(r+1) 2
< ClEnt D 22 luln o)
KeTp
m
Z At[(aV(u™ = U™), V(" - U™M))
n=0

+ (cu™ — U™, (W™ — U™)
+b.V(™ — UM)))]
< C{E,

+i Z At (z%"

n=0 K€Tp

2Dl ) -

(2.31)

2.3 Error estimate of Scheme (T1):

Repeat the same analysis in section (2.1), compute
U™t e v, by:

Un+1 _ Un _ _
(T 9) + @070 + (R(0).9)

+ (cU™ ) = (f(nAt), d) (2.32)
Theorem 2.3: Suppose that the solution to problem
(3.1.1) satisfies the regularity requirement u €
12(0, T; H5 (@) N C°(0, T; L2(Q)) , u, € L2 (Hk+1(Q) n
H})(Q)) and uy € 12(0, T;12(Q)). Let U™! be the
solution of scheme (2.2), (2.32). Then error estimate
form = 0(1)N, where At are sufficiently small

Zn+1 fTn+112
@™ = U e 12(ay)

< C{E,
+ Z Zz(r+1)||a||ico(L2(n))}

KEeTp

Z At[(aV(u™ — U™, V(" — U™))
n=0

+ (c(u” U™, (" - U"))]
< C{E,

m
2r 2
£ D A Il )

n=0 KET},
where

Ey
= |lu® - U°|1?

e tn+1
n Z Z [f Zr+1||ﬁt||L°°(L2(Q))dt]2 +
n=0KeT), “tn

m

D IPass = BITIT + 1Y a¢|[R@" ~ B ]
n=0

n=0
m

DIl LI R

n=0 KETy

tn+1
400 Ml 2007

tn

(2.35)

Proof: Note that the exact solution u satisfies:

(2.33)

(2.34)
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g+l — gn
<—l @) + (avun’ V(P) + (R (un)! (ﬁ)

At
+ (cu™, @)
= (f(nao), @) + (6™ ¢), Yo
€ H& ) (2.36)

Subtracting (2.36) from (2.32) with add and subtract
from all terms in left hand side of subscript n + 1 the
term B,u™*! and of subscript n the term P,u™ and by
using (2.4) and choosing @ = ¢é,, and = é,, , we obtain
the following error equation:

(Cns1 —€n) - 5 5 )
<T' en> + (aVe,,Vé,) + (cé,, é,)
((fn+1 - f_'n) n 3 )
=|———-0d"¢,
At
— (R(&n)
— R(%,), €,) (2.37)

now the second term of the right hand side can be
estimated by:

< C{IRGII? + IR} (2.38)

the rest of the proof is similar to the one of Theorem 2.1
O

3. Numerical Results

This section presents a very simple test case to see the
different behavior of the Galerkin, PGMH scheme and
T1 scheme. The data for problem (1.1) taken as follows:
The domain Q where the problem is to be solved in the
unit square, Q =[0,1] x [0,1], discretized using a
uniform mesh of 21 x 21 bilinear elements (yielding
441 nodal points). The diffusion coefficient has been set
to a = 10~*, the absorption coefficient is = 10™* . The
velocity vector has been taken as
b = (cos(3),sin(3)) , so that it is not aligned with the

FE mesh, At = 0.5 = h? [12]. These results are given in
the following figures including the error (u™ —U™)
measured in discrete L2- norm for the above schemes.
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(3) Brror = 52237 witht =

(<) Evvor = 140577 witht = 03 (d) Error = 19.6154 witht =06

F4.3.2: Numencal results of Forward-Galedon methodat e = 0.1,0.2,0.3 and 0.6
from (a) to (d) respecuvely

fa) Ervor = 00467 withr = 0.4 (b) Error = 01123 withe =08

(d) Evrer = 20403 witht = 3
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= 00408 withe

{e)Error = 00494 witht = 10 (N Ervor - 15

Ff9.3.3: Numenical resuts of PGMH Scheme at 1 = 0.1, 06,1.3,10 and 15 from (a)
to (f} respecvely

—etone a0n

oo et o

fc) Errar = Q1568 wuthe =2 (&) Er

(&) ¥rvor =

2.2026e — 004 withr

=10

1g.3.4: Numencal resulks of T1 Scheme atr » 0.1
resectvel .

0.6,1,3,10 and 15 from (a) to (f)

Conclusions:

(1) The theoretical analysis shows that the
discretization error of O(At+h*+ +
lu® — U°||), where the new analysis of
error estimate in this paper consist of
bounds on bilinear form as shown in
Theorems 2.1, 2.2 and 2.3.

(2) From Fig. 3.2 we found that increasing the
L?_error of Forward-Galerkin method and
from Fig.3.3 the solutions of PGHM
scheme seems to be divergent compare
with the exact solution as show in Fig. 3.1
at t > 3. Fig. 3.4 show that the solutions of
T1 scheme are better and more accurate
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from than the Forward-Galerkin method
and PGMH scheme.
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In this paper, we present approach of Boubaker polynomials to find approximate solution

Received 24/3/2015
Accepted 18/5/2015

of the mixed linear Volterra-Fredholm integro-differential equation (MLV-FID). We
employ variational formulation method to obtain approximate solution of (MLV-FID)

which is based on Boubaker polynomials. This method presents a computational technique

Keywords:variational
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polynomials,

through converting this integral equation into a system of linear equations which can be
easily solved by the by known methods. Some examples to illustrate the efficiency and
accuracy of this method are given.
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INTRODUCTION

Currently, considerable interest in mixed integro-
differential equations has been stimulated due to their
numerous applications in the areas of engineering,
mechanics, physics, chemistry, astronomy, biology,
economics, potential theory, and electrostatics. The
mixed linear Volterra-Fredholm integro-differential
equation (MLV-FID), the unknown function appears to
be under integration sign, and it may also include the
derivatives and functional arguments of the unknown
function. This type of equations can be grouped into the
mixed linear Volterra-Fredholm integro-differential
equation (MLV-FID). The upper bound of the integral
part of Volterra type is variable, while it is a fixed
number for that of Fredholm type [10]. Since (MLV-
FID) are usually difficult to solve in an analytical
manner, or to obtain closed form solution, so the
numerical method is needed to solve this kind of (MLV-
FID).

In this paper, we propose an efficient method, namely
variation formulation method, to obtain the numerical
solution of mixed linear Volterra-Fredholm integro-
differential equation of the form

wr(x) = f) + [ [P K(r, Ou)dedr
.. (D)
Where u is an unknown function, the functions f(x) and
K(r,t) are analyticon D =[0,T]xQ and 0 <r,t <
T and Q = [a,b]. Where the unknown function u(x)
appears inside the integral and the derivative u™(x)
appears outside integral [1, 9].
Many researchs studied the Boubaker polynomials M.
Agida and A.S. Kumar [6], used Boubaker polynomials
schem for solving to random Love’s integral equation
(Fredholm integral equation of the second kind) of a
rational kernel. Salih Y. and Tugce A.[8].
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The aim of this study is to get approximate solution of
the equation (1) as the truncated Boubaker series defined
y(®) = %l a;B;i(x) - (2)
Where B;(x), i = 0, 1, 2..., N denote the Boubaker
polynomials and a; are unknown coefficient, and N is
chosen any positive integer.
2. Preliminaries :
The paper is organized as follows: In section 2, we give
some definitions. In section 3, we review variational
formulation method and their definition. In section 4,
describe Boubaker polynomials and their properties. In
section 5, we propose the variational formulation by
using basis Boubaker polynomials for approximate
solution of mixed linear Volterra-Fredholm integro -
differential equation (MLV-FID) via variational
formulation method. Finally in section 6, we illustrate
some examples to show the accuracy and efficiency of
this method is given.

2.1Definition [3]:- The bilinear < u,v > is called non-
degenerate on U and V (where U and V are linear space)
if the following two conditions are satisfied:
1- <u,v>=0Thenv =0 foreveryu€elU
2- <u,v>=0Thenu=0 foreveryveV
For instance some example of non-degenerate bilinear
forms is given by:-
<u,v>= fOTu(x, Ov(x, t)dtdx,where 0 <x <T

. 0)

2.2 Definition [5]:- The operator L is said to be
symmetric with respect to chosen bilinear form <
u,v >, if the condition: < Luy,u, >=<Luyuy >, is
satisfied for every pair of elements u,, u, of D(L) (where
D the domain of L). This shows that the symmetry of on
operator is relation to the chosen bilinear form.
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3.Variation formulation method [5.10]:
Calculus variations, is the solution of optimization
problems over functions of one or more variables. A
fundamental problem in calculus of variations and its
applications is the problem of the finding minimum or
maximum value of given functional F(u).Therefore we
construct a variational formulation for the linear mixed
Vollterra-Fredholm integro—differential equations and
illustrate the solution of these equations by finding the
critical point for it corresponding variational formulation
formal. Where the critical point u, € U is meaning
that 6F[u,] = 0, where & is the customary symbol of
variation of functional. The most important difficulty of
the subject of calculus of variation is to find variational
formulation which corresponds to the linear operator
equation Lu=f .. (4
Where u denotes a scalar-vector valued functional and L
denotes a linear operator.
3.1 Theorem: If the given linear operator L is
symmetric with respect to the chosen non-degenerated
bilinear form < u, v > then the solution to the equation
Lu = f is critical points of the functional F(u) =
% <uv> —<f,u>
Now, in this work the bilinear operator form equation (3)
is used since it makes the linear operator symmetric with
respect to it. This could be done after the following
transformation: <wv>=<ulv>
.. (5
Where v eVandu € D(L). The bilinear form
equation (5) makes the given linear operator symmetric
since:

< Luj,uy >=<Luy Lu, >=<LuyLu; >=<
Luyu, > ... (6)
Therefore, in general the bilinear form equation (5) will
be used to find a variational formulation because of the
symmetry of L. Since L is symmetric and by using
theorem (3.1) the solution of equation (4) is a critical
point of functional

F(u)=§ <Luv> —<f,u>=§ <Lulu>-<
filu> NG

The functional (7) is variational formulation of linear
equation Lu = f.

4. Definition [2,4,7]: A monomial definition of the

Boubaker polynomial is
n

(3]
B (n—4p)m—p s
B,(x) = ; [m( » )].(—1)”.X P
n] _ 2n+((-1)"-1)

Where > ”
The symbol:[ ] designates the floor function
Zg'i]g[bn,j -Xn_Zj] bn,o=1
o -2p(m-4 -8
MG DO - - D - 49)

B,(x) =

by,
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n
(-Dz.2 if neven
Pl gy .
(-1)2 .(n—2) ifnodd
By(x) =1;
Bi(x) = x;
B, (x) = x%+2;
B3(x) = x% + x;
B,(x) =x*-2;
Bs(x) = x% — x3 — 3x;
Bg(x) = xb — 2x* — 3x2 + 2;
7

B,(x) = x7 — 3x5 — 2x3 + 5x;

By (x) = xBpm_1(x) = Bp—2(x) form>2
5.Variational Formulation For Approximate Solution
linear Mixed Volterra-Fredholm Integro-Differential
Equation Using Boubaker Polynomials:
Consider the linear mixed Volterra-Fredholm integro-
differential equation of the form:
x rb
" L=u™(x) = f@x)+ [, [ K@ Ou(t)dtdr

The operator L is linear since it is easily seen that:
L(wiu; + wpuy) =

(n) X b ()

-w; fo J, K@, ©) uy (Hdtdr + w,u,

W1u1
w, [ [T K, ©) upy(Ddtdr
= w,;Lu; + w,Lu,
Therefore, the operator L if linear [5].
The variational formulation of the given linear operator

L could be found as follows:  F(u) =% < Lu,Lu >
—<f,Lu>

Fa =2 [T dx— f] FGoLudx
Fa =1 [ [ur - [ K0 @dtar ] ax -
17 feo [ur @) = 0K H u @dedr |

... 9 To solve
the above variational formulation one must approximate
the solution equation (8) as linear combination of N
linearly independent Boubaker polynomials {B;(x)},
,such that uy (x) = XX, a; B;(x)

Where  {a;(x)}L, are the unknown parameters that
must be determined.

Then after substituting this approximated solution we
can get:

F(w) = % fOT [uE(X) - Iy fab K(r, t) uy(t)dtdr ]2 dx —
20 [P0 [umeo - KU Ke 0w @arar |ox
F(u) =

- XY [B?' () = [X [P K(r, ©) By dtdr ]2 dx —
L Sa e [Br@) -

Ji 17 K0 Bi(dear ||ox

Then we can solving the linear system equation by using
Mathlab language, we get tabulated results. Finally, the
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value of {a;}l-, are obtained by solution the linear

system by getting :TI: =0,i=0,1,2...n

i

6. Application By Examples:
Example (1): Consider linear mixed Volterra-
Fredholm Integro differential equation of Second kind

~10 x 1
u(x) = =t 2x3 + J- f (rt? —r?tu(t) dt
0o J-1

Where  f(x) = ==+ 2x% and K(r,t) = (rt? —r2t),
with the exact solution
u(x) =1+ 9x — gxz

table 1: Numerical results for example (1):

X ' Exact solution Approxamat
using Boy!
| polvnomial §
{ 1.0000 1.0000
0.1 1.8833 1.8833
0.2 2.7333 2.7333
0.3 3.5500 3.5500
0.4 13333 1.3333
0.5 50833 50833
0.6 $.8000 5.8000
0.7 6.4833 6.4833
0.8 7.1333 7.1333
0.9 7.7500 7.7500
1 83333 §.3333
LSE 0.0000
9 ; :

Exact solution 4
gk #  Approximate solution using Bouboker [
T L 4
6 L 4
5 f -
4t i
3 L 4
2 L 4
1 1 1 1 1 [ 1 1 1 1

0 01 0.2 03 04 05 06 07 08 09 1

Figure 1: Compare of Approximate Solution Using
Bouboker Polynomial and Exact Solution

Example (2): Consider linear mixed Volterra-
Fredholm Integro differential equation of Second kind

u'(x) =1 —Zx—zx2 +fxf1(rt2
15 0 -1
—r2t)u(t) dt dr
Where flx)=1-2x— gxz and K(r,t) =
(rt? — r?t), with the exact solution u(x) =1 + x — x2 —

5
253
3
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Table 2: Numerical results for example (2):

X Exact solution Appreocmate selution
using Bouboker
polyncaial(N«§)
0 1.0000 1.0000
0.1 1.0883 1.0883
0.2 1.1467 1.1467
03 L1650 11650
04 1.1333 1.1333
0.3 1.0417 1.0417
0.6 0.8800 0.8800
0.7 0.6382 0.6383
0.8 0.3067 0.3067
0.9 «0.1250 -0.12%50
1 -0.6667 -0.6667
LSE 73316014
9 T T T
Exact sohation |
at + Approxomate solution using Bouboker
{ -
T+ >
*
6} p
i -
L & .
Ed
al .
»
*
2} o
1"‘ A 4 ' L I 1 A
0 01 02 03 04 05 06 07 08 09

Figure 2: Compare of Approximate Solution Using
Bouboker Polynomial and Exact Solution

7.Conclusion:

1-The Buobaker polynomials coefficients of the
solution(MLV-FID) are found very easily by using a
program with written Mathlab12

2-To obtain the best approximating solution (MLV-FID),
we take more form from the Buobaker expansion of the
function, which is the truncation limit N must be chosen
large enough.

3-Suggested approximations by using Boubaker
variational formulation is very attractive and contributed
to solution(MLV-FID) to get good agreement between
approximate and values in the numerical examples.
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ABSTRACT

The Weibull distribution is an important distribution especially for reliability and
maintainability analysis. The suitable values for both shape and scale parameters of
Weibull distribution are important for selecting locations of installing wind turbine
generators. In this study, three methods were used to estimate the Weibull parameters
(Shape and Scale), namely, Maximum Likelihood Method (MLM), Standard Deviation
Method (MSD) and Least Square Method (LSM). These methods were compared for their
performance and analysis of actual wind speed according to the criterion such as Root
Mean Square Error (RMSE). In this study, (RMSE) values show that the maximum
likelihood method performed is better than the standard deviation and least square
methods for determining the value of (k) and (c) to fit Weibull distribution curves.
Monthly mean wind speed and annual wind speed frequencies were calculated to note
speed most available through year and high monthly mean wind speed.
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INTRODUCTION

Currently Renewable energy has been in use for
several years and this use can reduce the greenhouse
effect that is the main cause of global warming. Wind
energy is a source of clean energy that can be used to
generate electricity without air pollution [1]. The
assessment of wind resources at a given site is one of
preliminary steps in setting of a wind farm project. The
assessment of the wind resources involves analyzing in
detail the wind speed, i.e., the shape and scale
parameters. To determine the suitability of this site for
wind energy generation; the mean wind speed, the shape
and scale parameters of the site should be estimated. The
estimated shape and scale parameters are used alongside
with the various statistical functions to model the wind
speed, and the wind distributions which are best to
describe the variation of wind at the site are obtained [2].
S.A. Ahmeda and H.O. Mahammeda [3] concluded
that the Weibull distribution is fitting the measured
monthly probability density distributions better than the
Rayleigh distribution. Mohammadi and Mostafaeipour
[4] used two methods (STDM and PDM) for wind data
assessment in Zarrineh, Iran. Seguro and Lambart [5]
calculated the value of the Weibull parameters by three
methods. They recommended that the MLM is useful for
time series wind speed data.

In the present study, three methods are presented for
estimating Weibull parameters (Shape and Scale),
namely, Maximum Likelihood Method (MLM), Least
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Square Method (LSM) and Standard Deviation Method
(SDM). The aim of this work is to select a method that
gives more accurate estimation for the Weibull
parameters at this location in order to reduce
uncertainties related to the wind energy output
calculation from any Wind Energy Conversion Systems
(WECS).

Wind Site Description

Hourly wind data between Jan 2012-Dec 2012 were
collected in Sulaimani city North Irag (35° 33' 24" North
latitude, 45° 27' 11" East longitude and its elevation is
890m above sea level). On a height of (20m) above
ground level.

Mean Wind Speed

The wind speed is one of the most important
parameters in the wind profile of any given site. The
mean wind speed indicates the suitability of a wind site
for small-scale to large scale energy generation. The
mean wind speed (m/s) of a given site is defined in
Equation (1).
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v =
1yn
—2i=1 Vi
n =1%i

D
Where (¥) is the mean of the values, (v;) is the wind
speed observation at (i™) time, and (n) is the number of
wind speed data points [6].
Modelling of the Wind Speed

The wind speed variation at a given site is usually
described using the wind distribution. Around the world,
to identify the suitable statistical distribution for
describing the wind speed variation, the following
functions have been used and they include the Weibull
[7]. The Weibull and Rayleigh functions are the widely
accepted and extensively used statistical models for wind
energy application [6].
Weibull Probability Distribution Function

In wind data analysis Weibull probability density
functions are used to characterize the wind speed
distribution. The Weibull distribution is often used in the
statistical analysis of data. It is used to represent the
wind speed distribution in wind energy analysis. The
Weibull distribution function is given by:

k v k-1 wmk
0 =2 ) e (=)
Where,

fw)=z0,v=0; k>0,c>0

Where f(v) is the frequency or probability of
occurrence of wind speed (v), (c) is the Weibull scale
parameter with unit equals to the wind speed unit and (k)
is the dimensionless Weibull shape parameter. The
higher value of (c) indicates higher wind speed, while
the value of (k) shows the wind stability. Any probability
equation in this paper including Equation (2) can be
applied equally well whether the probability is in the

form of relative (fractional or percent) or absolute
(number of data points) [8, 9].

(2)

Methods of Estimating the Parameters of Weibull
Distribution

Weibull parameters regulate the wind speed for
optimum performance of a wind conversion system as
well as the speed range over which the device is likely to
operate. It is therefore, very essential to accurately
estimate the parameters of any candidate site for
installation of wind energy conversion systems. Various
methods have been proposed to estimate the parameters
and the suitability of each method varies with sample
data distribution, which nevertheless, varies from
location to another, [8].
The proposed methods to determining (k) and (c) are:
1. Maximum Likelihood Estimation Method (MLE).
2. Standard Deviation Method (SDM).
3. Least Square Method (LSM).

Maximum Likelihood Method (MLM)

Maximum likelihood technique, with many required
features is the most widely used technique among
parameter estimation techniques. The (MLM) method
has many large sample properties that make it attractive

for use; it is asymptotically consistent, which means that
as the sample size gets larger, the estimate converges to
the true values [10].
Let vl, v2,v3 .............. vn be a random sample size n
drawn from a PDF f(v,0) where 6 is an unknown
parameter. The likelihood function of this random
sample is the joint density of (n) random variables and is
a function of the unknown parameter. Thus,
L=
=1 f(v,0) (3)
Is the Likelihood function. The Maximum Likelihood
Estimator (MLE) of(8), say(8), is the value of (6), that
maximizes (L) or, equivalently, the logarithm of (L).
Often, but not always, the (MLE) of Equation (4) is a
solution of
dlog L

9 0 (4
Now, we apply the (MLE) to estimate the Weibull
parameters, namely the shape and scale parameters.
Consider the Weibull probability density function (pdf)
given in Equation (2), then likelihood function will be:
L(vy, vy, .., v, k, ) =

n k(K1 N 4
Ly () ew (‘ ®) ) )

On taking the logarithms of Equation (5), differentiating

with respect to (k) and (c) in turn and equating to zero,

we obtain the estimating equations:

dlnL _n n 1gon k _
o = T 2icalny ==X, v Iny; =
0 (6)

dlnL _ -n 1 on k _

ac ¢ 2 =1V =

0 (7)
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In eliminating ¢ between Equations (6) and (7) and
simplifying, one can get
vk, 1
CIEoF ko

i=1lnv; =0 ©))
After rearranging Equation (8), it is possible to estimate
the shape factor as follows,

k = ( ?=1vlkln(vi) _ Z?=1ln(vi)>_1
n

Vk n

©
i=1Vi
Because (k) appears on both sides of the equation, the
equation must be solved iteratively, and to fine a
convergent value for (k), several iterations are required.
Once (k) is determined, (c) can be estimated using
Equation (10) as follows:

Cc =

() @

Here, (v;) is the wind speed in time step (i) and (n) the
number of nonzero wind speed data points [11].

Standard Deviation Method (SDM)

This method is useful where only the mean wind
speed and standard deviation are available. In addition,
it has relatively simple expressions when compared with
other methods. Moreover, it is unlike most of the other
methods that may require more detailed wind data
(which, in some cases, are not readily available) for the
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determination of the Weibull distribution shape and scale
parameters. The shape and scale factors are thus
computed from the mean and standard deviation of wind
data as an acceptable approximation in forms:

k _ (%)—1.086 (11)
__Vm (12)
r(1 +%)

Where (k) and(c) can be estimated from Equations (11)
and (12) [12].
Least Squares Method (LSM)

The third estimation technique we shall discuss is
known as the Least Squares Method. It is so commonly
applied in engineering and mathematics problems that
are often not thought of as an estimation problem. We
assume that a linear relation between two variables. For
the estimation of Weibull parameters, we use the method
of least squares and we apply it to the results. The
cumulative density function of Weibull distribution with
two parameters can be written as:

vk
F)=1-e (¢)
This function can be arranged as:
1-Fw)™
v k
e~ (3) (14)
If we take the natural logarithm of Equation (14), we get:
—In(1-F(v)) =
klnv; —klnc (15)
And then retake the natural logarithm of Equation (15),
we get the following equation:
In[—In(1 — F(v))] =

(13)

klnv; —klnc (16)

This is in the form of an equation of a straight line

Vi =

ax; +b 17)

Where (x;) and (y;) are variables, (a) is the slope, and (b)
is the intercept of the line on (y) axis, such that:
y; =In[—In(1 = F(v))]
a=k
x; =Invy;
b=—klnc (18)
The idea is to determine the values of (a) and (b) in
Equation (16) such that a straight line drawn through the
(xi, yi) points has the best possible fit. Parameters (k) and
(c) are given by [13]:

k = NYIe g XY i—Yieq X Yreq Vi

19
nyR, x2-(, x)” (19)
o
c = exp (7’(21':1)2]{2‘:1”) (20)

Statistical Error Analysis/Goodness of Fit
To find the best method for the analysis, some
statistical parameters were used to analyze the efficiency
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of the above mentioned methods. The Root Mean Square
Error test was used to achieve this goal [14].
Root Mean Square Error

The RMSE has been used to compare the actual
deviation between the predicted and the actual
(measured) values. The Root Mean Square Error value is
defined by Equation (21)
RMSE =

XD @1
Where, () is the (i) actual wind distribution (measured
data), (x;) is the predicted wind distribution from the
Weibull,(n) is the number of wind speed dataset (bins).
The best wind distribution with the lowest (RMSE) value
is chosen as the accurate function to be used for
modeling of the wind speed [6].

"

Comparisons and Accuracy of the Methods

Three methods to estimate the parameters of the
Weibull wind speed distribution of wind energy analysis
for Sulaimani region are presented. The application of
each method is demonstrated using a sample wind speed
data set, and a comparison of the accuracy of each
method is also performed with the actual time series data
for our case study, Sulaimani region. In order to compare
the methods, monthly mean wind data of Sulaimani
region is obtained from meteorological automatic station
which 2012. To determine the accuracy of the three
methods given in this paper, the Root Mean Square Error
(RMSE) was given in equation (21).

Results and Discussion
Data of wind speed used in the present calculations
were obtained during 2012 in Sulaimani city at a height
of (20 m) above the ground. Wind speeds that taken
every 10 s. Program was used to convert the data to an
hourly values. The calculates obtained from this study
can be summarized as follows:
1. Calculate mean, maximum and minimum wind
speed at (20 m) height above the ground.
2. Calculate Weibull distribution parameters by
three analytical methods (MLM, SDM and
LSM) and select the best one which gives the
minimum mean squared error.
3. Plot probability density distribution by the three
analytical methods.

Monthly variation in wind speed

The wind speed is one of the most important
parameters in the wind profile of at any given site. The
mean wind speed refers to the suitability of a wind site
from small scale to large scale energy generation.
Figure (1) shows the monthly mean, minimum and
maximum wind speed at 20 m height collected in (2012).
The monthly mean wind speed is calculated using
Equation (1). The highest monthly mean wind speed
values are observed in Jun, July, August and September;
therefore these months have the highest potential of wind
energy generation at this site. The lowest monthly mean
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wind speed values can be seen in winter months
December and January. The maximum wind speed was
observed in month Jun is 15.2 m/s and the minimum
monthly wind speed was observed in January is 0.3
m/s. This shows the importance of studying wind speed
seasonal variability as one of the important parameters in
wind energy planning (which gives a meaning that the
wind in our location is seasonable). Therefore, we can
conclude that summer season is predominating and have
a higher wind speed than the rest of seasons.
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Figure (1) shows monthly mean, maximum and

minimum wind speed.

Methods of estimating Weibull parameters

The variation of wind speeds often described using
the weibull two parameters (c, k). The values of Weibull
parameters introduce more explanation about the
behavior of wind distribution in a given location. The
Weibull scale parameter is parameter related with mean
wind speed. The Wdeibull shape parameter is a
dimensionless parameter. It refers to the shape of the
distribution of the wind speeds curve. Some statistical
methods which are widely accepted for estimating
Weibull parameters (k) and (c) are:

1- The Maximum Likelihood Method which is
used to calculate Weibull parameters by using
Equation (9) and Equation (10), the results of
using this method is shown in table (1).

Table (1) results monthly scale parameter (c m/s) and
shape parameter (k) at 20m height by using (MLM)

Maxismum Likelihood Method
Mowntks cma 13
Jan 2132 1.562
Feb 3011 1462
Mar 1114 1576 Root
Apr_ 3288 1721 | Mean
May 3710 1.732 Square
Ton $811 1868 Errot
T m T 1 1 (RMSE
Aug 1303 1941 0
“Sep_ . 3397 1675 1 2w
Ot 3481 1731 1 Hegnt
Nov 2058 1562
Dec 2478 1286
Mean 3813 1636 00185

From the this table, it is shown that the scale parameter
values (c m/s) varies between 2.132 - 5.611 m/sec with
yearly mean of 3.813 m/sec, and the shape parameter
values (k) varies between 1.286 - 1.941 with yearly mean
of 1.656 for height 20m. The (RMSE) value for the
maximum likelihood method is (0.0185).
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The Standard Deviation Method: this method used to
calculate Weibull parameters by using Equation (11) and
Equation (12) the results are shown in table (2).

Table (2) results monthly scale parameter (c m/s) and
shape parameter (k) at 20m height by using (SDM).

Standard Deviation Method

Months © HE k
Jan 2110 1572
Feb 3.386 1.447 Root
Mar 1000 1576 Mean
Apr 3267 1628 Square
May 3.687 1.705 Error
Jun 5397 1867 (RMSE)
Jul 5152 1.738 x
Aug 1490 1936 20m
Sep 1363 1644 Height

et 3438 1.720

Nov 2037 1332
Dec 1344 1.002

Mean 3.783 1626 0,019

This table shows that the scale parameter values (¢ m/s)
varies between  2.11 - 5.597 m/s with yearly mean of
3.783 misec, the shape parameter values (k) varies
between 1.09 - 1.93 with yearly mean of (1.62) for
height 20m. The (RMSE) value for the standard
deviation method is (0.019).

1- The Least Square Method which is used to
calculate the Weibull parameters by using
Equation (19) and Equation (20) as shown in
table (3).

Table (3) results monthly scale parameter (c m/s) and
shape parameter (k) at 20m height by using (LSM).

Least Squares Method

Months € m's k
Jan 2102 1761
Feb 3766 1554 Root
Mar 3 840 1.765 Mean
Apr 3272 1932 Square
May 3587 2010 Error
Jun 5497 2111 (RMSE}
Tul 1914 1991 q‘;?
Aug 4382 2200 <bm
Sep 1277 1938 Helght
Oct 3388 2.100

Nov 2846 1636
Dec 2473 1258

Mean 3.605 1861 0.020

From this table, it is noted that the (c m/s) values varies
between 2.10 - 5.49 m/s with yearly mean of
3.69 m/sec and the (k) values varies between 1.25 - 2.2
with yearly mean of 1.86 for height (20m). The (RMSE)
value for the least square method is (0.020).
By comparing the root mean square error values for the
previous results it is obvious that the MLM has generally
lower RMSE value than both the SDM and the LSM.
Therefore, it can be conclude that, the maximum
likelihood method is the best and more accurate to
estimate the Weibull parameters at study location.
Probability density distribution

Weibull distribution can be used to describe the
asymmetry properties of the wind frequency distribution.
The Weibull distribution is an important distribution
especially to the site reliability analysis, by using
Equation (2). The suitable values for both shape and
scale parameters of Weibull distribution are important
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for selecting locations of
generators.

Figure (2) show the results for the calculated probability
density function (pdf), for the three methods for
estimating Weibull parameters. The results of these
methods are depicted as a (red line). The blue bars show
the relative frequency with each wind speed bin occurs
at (1m/sec) (which is shown along x axis) for Sulaimani
region. These bars are based on the results from the
analysis wind speed.

From the figure (4.6) it could be concluded that:

1- The maximum likelihood and standard
deviation methods are the most fitted methods
to estimate the Weibull parameters from least
square method.

The distribution shows that the most frequent
winds are between 1-3mf/s.

There is a clear difference in the peaks of
probability density function between maximum
likelihood method and least square method, also
standard deviation and least square method.
This is the result of the difference in shape
parameter values.

Higher value of the scale parameter implies the
distribution is extended on a wider range and
the probabilistic mean wind speed has a higher
value.
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Figure (2) probability density distribution of mean wind
speed
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Conclusions

In this work, statistical diagnosis of the best Weibull
distribution methods for wind data analysis is presented.
By using the available wind data, the values of shape
factor k and scale factor ¢ were determined using three
methods and were then investigated as to how efficiently
the methods can

estimate the Weibull factors with minimum error. To
satisfy the main objectives of this work, statistical tool
(RMSE) was used to find the best method of Weibull
distribution. The results show that:

1.The annual mean wind speeds in Sulaimani Province is
3.4 m/s for 2012, and the highest monthly
mean wind speed values are observed in Jun, July,
August and September. Therefore, conclude that summer
season is predominating and have a higher wind speed
than the rest of seasons.

2. The maximum likelihood method is the best and more
accurate to estimate the Weibull parameters at study
location.

3. The Weibull distribution shows that the most frequent

winds are between 1-3
m/s.
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INTRODUCTION

The concepts of linear 2-normed spaces were initially
introduced by Gahler[1]in 1964. hence many researchers
(see also [2-3]) have been studied the geometric structure
of 2-normed spaces and obtains various results. In the
literature, most studies on best coapproximation consider
with normed linear spaces like [4-5-6], recently
Vijayaragaavan (2013) [7]extended this problem and
dealt with some fundamental properties of the set of
strongly unique best coapproximation in linear 2-normed
spaces. Throughout this paper we introduced and study
new concept namely,S-best coapproximation in linear 2-
normed spaces, where we introduce the notions S-best
coapproximation and S-orthogonality in 2-normed
spaces and the relation between these concepts are
obtained in convex subset of 2-normed spaces. We
conclude this section with the following definitions:

Definition (1) [6]: Let X e a linear space over real

numbers with dimension d, where 2<d =

and let ” ’ ” : be a non-negative real valued function on

Xxxsatisfying the following properties for all
X, Y1 ZiX .

1- ”X’ y” —0<>Xxy are linearly
dependent

. Pyl =1y, x|

e vl =% Y ere
<= R

4-

1>,y =+ z[| = [|x. y|| +[]x. Z]|
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Then ”’” is called 2-norm and the pair
Ol D

normed space.

linear space X s called a linear 2-

A standard example of a 2-normed space is R?
% vl =

of the triangle having vertices 0, X and Y. Observe that

equipped with the following 2-norm, the area

in any 2-normed space (X ’|"'|) we have
I<.vi=o0,,
ey +rend =l vl

X, ¥ € X g & = R. pg if X1 Y22
are linearly dependent( this happens for instance, when
d = 2) then

Ix. v + 2] =[x, ]| + [ 2]

Every subspace G of 2-normed spaces X is convex.
In particular every 2-normed spaces X is convex.

Since, if G is a subspace of X and 91,92 €G
then g, +ﬂg2 G, for all scalars a’ﬁ’

thus in particular if we put a=1-4 and p=2
for all Ae [O’l]

ad-4)g, + 49, €G,

' then we have

and so G is convex.
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Definition(2)[7]: Let G e a subset of real linear 2-
normed space X and X € X then 9. € G s

said to be a best coapproximation to xe X from the

element of G, if  for every geG
Ja-g..2l<lx-g.2]
Vze X/V (x,G)’ where V(x,G) —

subspace generated by X and G . The set of all

elements of best coapproximation to xe X from

R. (X, 2
G ith respect to Z is denoted by s (%,2)
where

Rs (x,2)={0. €Gl|g—9..z|<|x—g,

and it is called coproximinal set.
MAIN RESULTS

Suppose that (X, ” ’ ”)

dimension d,

{z,,....24}

Definition(3): let G be a non-empty subset of linear 2-

is a 2-normed space, with

2<d < oo,

where and

be its basis. we start with :

normed spaces X . An element 9. is said to

be an S-best coapproximation of xe X from G if
d

9. € "R (X,2;)
i=1

The set of all elements of S-best coapproximation of

R, (X,z
X trom G s denoted by S G( ’ )’this means

d
SR;(X,2) = 9\ Rs (X, Z,).

Also if each

xe X has at least (respectively exactly) one S-best

SR, (X, 2).
coapproximat ion in ’ then G( ’ ) is
called S-best coaproximinal(respectively S-
coChebyshev) set.

2
Example(1) : Suppose X =R with usual basis
X1

the norm

X
HX’ ZH = = ‘X11222 - X12221‘

Z21 Z22

let G :{g - (gl’ gz)l g= O} be a subset of

X, to

prove that
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0. =(01) € Ry, (-1D).€,) = SRy, ((-11)

, for any g= (gl’ 92) EC-:'we have,

gol - gl

l9. —g.&]<llg—xe]=""

-1
[0 = @1, &, < (L) — (~11), | = ‘ ;

g.=(01)e R(1,1) ((-1D),e) we

the the same result if replace € by €,

Z

‘ } gol - gl
1

and so

9. - 9.8 <[g-xe,]|=

-1
01 - @D e < @D - (-12).e)] = ‘ )

g.=(01)e R(l,l) ((-1D),e,)

9. = (01 e Ry, (1D.e,)

and so

,therefore and
. 9.=(0DeSR;,((-1D).e), .
SR; (X%, 2)

is S-coChebyshev set.

Example(2) : Suppose that X as in the previous
example and

G={g=(9,,9,)|-1<g, <19, <|g,}}

is a subset of X , then with a simple calculus can be
shown that

goz - gz

1

goz - gz

0

<

<

C
1

C
C

(-11),0) € R, 1) (-2,2).8,) = SR 1 (-

SR; (X, 2).

and so is not S-coChebyshev set.
Theorem (1): Let G be convex subset in linear 2-
normed space X. then SRG (X’ Z) is convex
nonempty subset of G.
Proof:
, e SR.. (%, 2),

Let gl 92 G( ) then for all
(I=1,...,d)’ QEG, we  have

—0,,Z| < — X, Z:,
lo—g..zi]<[g—xz] e

l9-9..z]<[g—xz],

then for any
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A €[01], e

have

lg—(A-2)9,+19,),7,|=|9 - Q-2 9, - 19,, 7|

=||A(9-9,) +A-A)N9—9,).z||< A9 - 9,.z ]|+ @-2)|g —9,, 7] <

_ 1
L = Ar, then rr>0

then

’ et

d
tle_r_ﬂlei (t,r, )

t,—t,z;||<r,

Alg=xz|+@-Dg-xz]=]g-xz], S
5 1
- = [ri _|
1- A4
hen 1-1)g, + 49, € SR; (X, 2) ond o 2
SR (X, 2). then Ti = O, since X% G, then there exist

1S convexm
Theorem (2): Let X be linear 2-normed space, G is
subspace of X xe X,

SRs (%, 2) is a subspace of G.

Proof: The proof follows immediately from convexity
and theorem (1).

Remark(1l): For a 2-normed space with S-best
coapproximation, we consider the following subsets:

then for any

_fi\lBZi (a,ri):é{x|Hx—a,ziH<ri}
éBzi[a’ﬁ]=£}{X|\\X—a’ZiHS r’}

d
nB, (ar)

It is clear that =1 is open ball and

d

h Bz- [a' ri ]
= - is a closed ball.

Theorem (3): Let X be linear 2-normed space and

G pe subspace of X , if SRG (X’ Z) is convex
9. € 6(6) for all

subset then

g. € SR (X, 2).
Proof: Suppose that g. & G(G) and X & G’ let
t=4g, +(Q— )X
A0, =1..4d)

for since
g. £ 9(G) then 9o € int(G) and  since
9. € SR (X,2) .,

9. €INt(SR: (X, 2)), o0 there  exist
> 0.ch that
éBZi (9.,r") = SR (%,2) o

aGSRG(X,Z) x—a,ziH<ri2.

such that H

t, == [t — @-Aal,

Now, let since
t=1g. +(A— )X, then
_t—-A-A)x
) A and S0
1
t,—9.= Z[(tl —t)+@A-A)(x—-a)l,
and

SO

1
-2l s 2 -tz a-Alk-az i<

1 1
Z[Htl —t,ZiH+(l—ﬂ,)l’i2] :z[Htl —t, ZiH+ r—

oA

L ri ,
A A and SO
d
t2 = m Bzi (go ’ ril)
=1 this implies that
t, € SR; (X, 2), since
t,,a e SR; (X%, 2) and SR (X, 2) io
convex subset, then

At, +(1-A)a e SR, (X, 2) o

Aef01l,,, t=At,+@Q-Da,.
implies that t, € SR; (%, 2), then we have
éBzi (t ,r,)cSR;(X%,2) .
t€int(SRs (x,2)) this implies that
teSRG(x,z)’ ten t€G g
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9. +A-A)xeG
xeG,. G
since

this implies that

is a subspace, then X € G
g. €90(G).

Theorem (4): Let X be linear 2-normed space and
G be subset of X , foreach X € X /G e have

which is a contradiction, hence

SRe (%,2) =({G [, B, [0.[x -,z 1],

Proof: By definition (3) of SRG (X’ Z) for each
geG, we have SRs (x,2) =G, an

9. €SR;(X,2),,  (i=1,...,d)
9. -9,z <[x~g.z],

d if

we have

and so by remark(1)

d
N B J|X—9,z
. el B.[9g |x—g ||]]’

this means

d
SRs (x,2) =l 1 B, [9,]Ix— g, 7]

and SO

d
SRe(x,2) = G [, Bzi[g,Hx—g,zi\P&kggo )z

conversely, let
d

9. eIG N[0 B, [9,[x—g, 2]

Gand for each 9 EG,

9.~ 9.2 <[x~9.z],
d. € SR (X, z).SO

then we have g°

(i=1..d) |

which  implies  that

A6 NI B, L9 [x- 9.2 [1 <= SR. (x.2),

which completes the proof. m

Theorem(5): Let G be non-empty subset of linear 2-
normed spaces X. then for each xe X,
i.

X,y e X.

for every
SR ¢ (e, |a|z) = &SR (%, 2),
a < R/{0}.

ii.
for every xe X and
Proof:

SRg,, (X+VY,2) =SR;(X,2)+Y, ¢.eSR.(X,2) .

i for every x,yeX,(izl,...,d)l

9. € SRg,, (X+Y,2) (by definition (3)) if

d
~9.enRg,, (X+Y,z)
and only if =1 if and
only if

l9. —(g+Y).z|<|(g+y)—(x+Yy).z]|
and only if

(9. =¥ -g.zi||<[g—xz] only

d
g.—yenR;(X,z)
if =1
9. — Y € SR; (X, 2),
9. €SR;(X,2)+y

Proof:

if and only if

this means

i.  for 9. €SRe (ax,\a\z)’

_ every
(1=21...d) by gefinition (3)) it and only if
‘go _ag"a‘ZiH = Hag —CZX,‘CK‘ZiH if

and only If

<|la(g —x).|e|z]|

if and only if
1
ollta.~a.2)<lalg-xz
if and
1
—9.-9.z||<[g—xz]|
only if II&¥ if and
l 0. € SR; (%, 2)
only if & if and only if

d. € aSR; (X, z) .

Theorem (6): Let G be convex subset of linear 2-

Xe X,

normed spaces X then for each

and only if

g. SR, (a"x+(1—a™)9.,z), m=0,1,2,...

forall & € R.

go € SRG (X1 Z)

Proof: = suppose then

d
QOEQRG(XaZi) geG’

,and so for all
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(i=1,...,d) 1
we have =g,z X—g. +— g z.
9.-9 .z|<|g —xz], a
and all
@< R’ we haVe equiva|ent|y Hg, ZI H S Hg + a(x - go)’ Zl H
— | < — _ 1 (x— G_L1L(x— .
ad. —ag % H N Hag A, Zi H and so thus, d SB( g.) and so SB( 9.)
— — X
a((a Dag., + 9 _og..2. (¢=Dg. %ﬁ(zi[ 9,
(005{ 1)9 +g (i:ﬂ"’d), @ Rand glec':"we have
. G, 9., zi]| <9, + x(x—9.). Z| o
since 124 we have G ' L
l(@-g.+9)-ag..z|<[ox~((@-Dg. +g).z], T = by puting F1 =T 7T ang &=
— < — .
and % implies  that Hg 9.2 H - HX 9.2, H
Hgo — 9.7 H < H(aX+ (1_a)go) —0,7 H, therefore 9. € SRG (%,2) -
this implies that Definition(5): let X be linear 2-normed space, and let
9. € SRg (ax+(1_a)g°’z)’when Gand H e two subsets  of X - Define:
a = 0. The converse, suppose that SR (X Z) m[u R (h Z. )]
9. €SRg(a"x+(A1—aM)9.,z), m=0,12,. )
if we taking a=1 then we  have Theorem (8): Let G’G be convex subset of linear 2-
4
g. € SRG (X, Z)’ which completes the proof, m normed spaces X, such that G = G ' then for
Xe X,

Definition(4): Let X be linear 2-normed space, two
elements X and y in X are said to be S-orthogonal

(in the sense of Birkoff) if
X+ay,z. || =%, z.

H 4 'H H 'H for all scalar &
i XLy

(i= d) ymbiotically ~ 58 if and only if

[+, 2| =[x, zi]

Theorem (7): Let G be convex subset of linear 2-

normed spaces X. then for each xe X,
9. €SRa (X 2) ;g oy i
G L(x—9.).

Proof: :>suppose 9. € SRG (X’ Z) and
geG, (, (@(=1..,d) «aeR,

1

a0, T
9. €SRs (%, 2)

l9. —gvzf=llg.—xzll

each

SR; (SR (X, 2),z) = SR; (X, 2).

Proof: suppose 9. € SR (SRs (%, 2),2),

g.€SR:(9:.2),
G’ L(x—g!)

then
9. €SRs (%,2),
G1(g!-g.)

some
and

(by theorem (7)). Then for each

(|:1’ .,d), OCERand g!QVEGswe
have ’ZiH and
lo+a(9:-9.).z|20.z] > ().

9+a(9.—9.) €G’ 5 gaen @ € Rang
’
geGc G therefore

lg+a(x—9.).z||=|g+a(9. —9.) +a(x—

z|=]g,z]
lg+a(x-9.).z|=|9.z],

lg+ea(gl-9.), by (%),

Since ‘

72
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1 (x—
) gSB( gO)for some 9 EG"Then
G L(x— ,
5~ 9.) this means I € SR; (%, 2),
hence

SR; (SR (X, 2),2z) < SR, (X, ). .

Conclusion:  This  paper concludes S-best
coapproximation in linear 2-normed spaces and two
examples to illustrate this concept. Many results have
been proved about S-best coapproximation , S-
orthogonality. This paper can be extended to other
setting, such as S-best coapproximation in n-normed
spaces using any type of orthognality since there are
different kinds of orthogonality such as Birkhoff,
Isosceles, Roberts, and Singer orthogonality.
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ABSTRACT

An R-module M is extending if every submodule of M is essential in a direct summand of
M. Many generalizations of extending modules are studied. Following Clark, an R-module
M is purely extending if every submodule of M is essential in a pure submodule of M.
Also, an R-module M is called uniform-extending if every uniform submodule X of M is
essential in a direct summand D of M.

In this paper, we introduce and study a class of modules which is proper generalization of
both the purely extending modules and uniform-extending modules. We call an R-module
M is purely uniform-extending if every uniform submodule of M is essential in a pure
submodule of M.

Many characterizations and properties of purely uniform- extending modules are given.
Also, we discuss when a direct sum of purely uniform- extending modules is purely
uniform- extending.

Key words: Extending modules, purely extending modules, uniform extending modules,
purely uniform extending.
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INTRODUCTION

Throughout all rings are associative and R denotes a ring
with identity and all modules are unitary R-modules. A
submodule X of a module M is called essential if every
non-zero submodule of M intersection X nontrivially
(notionally, X <® M). Also, a submodule X of M is
closed in M, if it has no proper essential extension in
MI[1].

Recall that a module M is extending if every submodule
of M is essential in a direct summand of M.
Equivalently, every closed submodule of M is direct
summand [1]. Many generalizations of extending
modules are extensively studied. Following Clark [2],
an R-module M is purely extending if every submodule
of M s essential in a pure submodule of M (a
submodule N of an R-module M is pure if IMNN =IN for
every finitely generated ideal | of R[3]). Moreover, an R-
module M is called uniform extending if, every uniform
submodule of M is essential in a direct summand of
MI1].

2)Uniform Purely Extending Modules

In this section, we introduce and study the concept of
purely extending modules relative to uniform
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submodules which is properly generalization of both
purely extending modules and uniform extending
modules.

Definition (2.1) :

An R-module M is called uniform purely extending
(shortly, u-purely extending) if, every uniform
submodule of M is essential in a pure submodule of M.
Remarks and Example (2.2):

(DEvery purely extending module is u- purely
extending, but the converse is not true in general. For
example, let R = Z[x] be a polynomial ring of integers Z
and let M = Z[x] @ Z[x], since R = Z[x] is integral
domain and M is not extending then by [2] M is not
purely extending, but M is uniform extending by [4,
proposition (1.13)], then M is u- purely extending.

(2) Every uniform extending module is a u- purely
extending, but the converse is not true in general.

(3) Every uniform module is a u- purely extending, but
the converse is not true in general. For example, Z;,
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as Z-module is u- purely extending while it is not
uniform.

Firstly, in the following results we present some
characterizations of u-purely extending modules.
Proposition (2.3):

An R-module M is a u- purely extending if and only if
every uniform closed C of M is a pure submodule.

Proof:( =) Suppose that M is u- purely extending R —
module. Let C be a uniform closed submodule of M.
Then there is a pure submodule P of M such that C is
essential in P. But C is a uniform closed submodule of
M, hence C = P, thus C is a pure submodule of M.

( &) Let N be a uniform submodule of M. Thus by
Zorn's lemma, there exists a closed submodule C of M
such that N is essential in C. Since an essential extension
of uniform module is uniform, then C is uniform closed
submodule of M.So, by hypothesis, C is a pure
submodule of M. Thus, M is a u- purely extending. =

Following [5, corollary (1.9)], a submodule U is a
uniform closed if and only if U is a minimal closed if
and only if U is a maximal uniform. So we have the next
corollaries immediately.

Corollary(2.4):

An R-module M is u- purely extending if and only if
every minimal closed C of M is a pure
submodule.

Corollary(2.5):

An R-module M is u- purely extending if and only if
every maximal uniform C of M is a pure submodule.

A submodule of u- purely extending module need
not be u- purely extending. Here, we give some known
submodules satisfy this property in u- purely extending
modules.

Proposition (2.6):

A closed submodule of a u- purely extending R -module
is a u- purely extending.

Proof: Let N be a closed submodule of M where M is a
u- purely extending R —module. Let C be a uniform
closed submodule of N, since N is a closed submodule
of M, then C be a uniform closed submodule of M. Since
M is a u- purely extending, so by proposition (2.3) C is a
pure submodule of M. From [6], since C S Nso C is a
pure submodule of N. m

Corollary(2.7):

A direct summand of u- purely extending module is a u-
purely extending.

Recall that an R-module M has the pure intersection
property (briefly, PIP) if the intersection of any two pure
submodules is again pure [7].

Proposition (2.8):

Let M is u- purely extending R —module, and N is a pure
submodule of M. If M has (PIP), then Nis u- purely
extending.

Proof: Let A be a uniform submodule of N. Since M is
u- purely extending, then there is a pure submodule P of
M such that A is essential in P. Since Nis essential in N,
then A = (AN N) <° (PN N). But M has the property
(PIP), so (P n N) is a pure submodule of M, so (P N N)
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is a pure submodule of N. Thus, Nis a u- purely
extending. m

Definition (2.9) : [8]

An R-module M is a prime, if ann(x)=ann(y) for every
non-zero element x and y in M.

Definition (2.10) : [8]

A ring R is called Bezout if every finitely generated
ideal is principle.

Following [7, corollary (3.2)], every prime R-module
over Bezout domain has PIP, so we have the next
corollary.

Corollary (2.11) :

Let M be a prime R-module over Bezout domain. If Mis
a u-purely extending module, then every pure submodule
of M is u- purely extending.

Since every commutative ring with identity has PIP
[7]. Thus, the corollary is immediately.

Corollary(2.12) :
Every pure ideal of commutative purely extending ring is
u- purely extending.

Recall that an R-module M is multiplication if for each
submodule Aof M, there exists an ideall of R such that
A =1M [9]. Since every multiplication module has the
PIP[7]. Thus, we have the next corollary.
Corollary(2.13):

Let M be a multiplication u- purely extending module.
Then every pure submodule of M is u- purely extending.

Proposition (2.14):

Every submodule N of u- purely extending R-module M
with property that the intersection of N with any pure
submodule of M is a pure submodule of N, is a u- purely
extending.

Proof: Let A be a uniform submodule of N. Since, Mis a
u- purely extending, then there is a pure submodule P of
M such that A is essential in P. ButA € PN N € N, thus
A is essential in P n N. By hypothesis, P N N is a pure
submodule in N. Hence Nis a u- purely extending. m

The next result gives another characterization of u-
purely extending modules by using the injective
envelope.

Proposition (2.15):

The following statements are equivalent for an R-module
M:

(1) M is au- purely extending;

(2) Every uniform closed submodule of M, is a pure
submodule of M.

(3) If A is uniform direct summand of E(M), then
(A n M) is a pure submodule of M.

Proof: (1) =(2) By proposition (2.3).

(2) =(3) Let A is uniform direct summand of E(M).
PutE(M) = A®B, where B is a submodule of E(M).
Suppose that A N M is an essential in K , where K is a
submodule of M and let k€ K. Thusk = a + b ,
where a € A, b € B. Now, consider k & A, then b # 0.
But M is essential in E(M)and b # 0 € B € E(M),
therefore there exists r € R such that 0 = rb € M . Now,
rk = ra + rband ra=rb—rk € AnNM S K.Thus
b=rk—ra€KnB.ButAn M isan essential in K, so
{0} = (AnM) nB is essential in KN B and hence
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K n B =(0). Then rb = 0 which is a contradiction. Thus
AN M isclosed of M.ButAnM < Aand A is uniform
50, (A N M)is uniform. So, by (2), then (AN M) is a
pure submodule of M.
(3) =(1) Let N be a uniform submodule of M and let K
be a relative complement of Nin M, then N® K is
essential in M [10, p.75 ]. Also, M is essential in E(M).
Thus N @ K is essential in E(M) and so
E(N®EK) =E(N®K) = E(M). E(N)is a direct
summand of E(M).But N is essential in E(N)and the
class uniform modules is closed under essential
extensions. So E(N) is uniform then by (3), E(N) n M
is a pure submodule of M. So, N =N n M is essential
in E(N) n M. Hence, M is u- purely extending. m
Proposition (2.16):
Let M be a prime R-module.The following statements
are equivalent:
(1)Mis a u- purely extending;
(2) Every uniform closed submodule of Mis a pure
submodule of M.
(3) If A is uniform pure submodule of E(M), then
(A N M) is a pure submodule of M.
Proof: (1) =(2) By proposition (2.3).
(2) =(3) Since M be a prime R-module and A be a pure
submodule of E(M), thenby [8, lemma(2.13)], (A n M)
is a closed submodule of M. Also, since A is uniform so,
(A n M)is uniform and by (2) then (AN M) is a pure
submodule of M.
(3) =(1) Let A be a uniform submodule of M, and let B
be a relative complement of 4, then A @ B is essential in
M. Also, M is essential in E(M). Thus A @ B is
essential in E(M), and so E(A)®E(B) =E(A®B) =
E(M). E(A)is adirect summand of E(M), then E(A)is a
pure submodule of E(M) and E(A) is uniform hence
E(A) N M is a pure in M by (3). But A is essential in
E(A)hence A = AN M is essential in E(4A) N M. Thus,
M is a u- purely extending. m

It is known that every torsion free module over
integral domain is prime. So, directly we have the next
corollary.
Corollary (2.17):
Let R be an integral domain and M be torsion free R-
module then the following statements are equivalent for
an R-moduleM:
(1) M is u- purely extending.
(2) Every uniform closed submodule of M is a pure
submodule of M.
(3) If A is uniform pure submodule of E(M), then
(AN M) isapure submodule of M.
Recall that an R-module M is a pure-split if every pure
submodule of M is a direct summand [11].The following
proposition gives a conditions under which the concepts
of uniform extending modules and u- purely extending
modules are equivalent.

Proposition (2.18):
Let M be a pure split R-module M is uniform extending
if and only if M is a u- purely extending.
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Following [12], a non-zero R-module M is pure-simple if
the only pure submodules of M are 0 and M itself. From
[8], if Mis a pure simple and purely extending R-
module, then M is a uniform R- module. Also, we
mentioned that every uniform module is u- purely
extending but the converse is not true in general. In fact,
we do not know whether pure simple property is
sufficient to make u- purely extending module is
uniform. In the following, we give a condition under
which this result is valid.

Proposition (2.19):

Let M be a pure simple R- module which contains a
uniform submodule. If M is u- purely extending, then M
is uniform.

Proof: Let A be a uniform submodule of M. By Zorn's
lemma, there exists a closed submodule C of M such that
A is essential in C. Since an essential extension of
uniform is uniform [13] so, C is uniform submodule
of M. Since, M is u- purely extending module, then C is
a pure submodule of M. But, M is pure simple and so
C= M. So, M is uniform.m

Corollary (2.20):

Let M be a pure simple R- module which contains a
uniform submodule. Then the following statements are
equivalent:

(1) M is purely extending.

(2) M is uniform.

(3) M is u- purely extending.

3) direct sum of u-purely extending modules

In this section, we introduce and study a direct sum of u-
purely extending modules. A direct sum of u-purely
extending modules need not be u- purely extending. For
example, consider M = Zg @ Z, as Z-module, where Z,
and Zgare u-purely extending Z-modules. M is not u-
purely extending since N =
{(0,0),(2,1),(4,0), (6,1)} is minimal closed [5], and N
is not pure submodule of M [8] and by corollary (2.4),
thus M is not u- purely extending.

Recall that a submodule N of an R-module M is fully
invariant if h(N)EN for each endomorphism h of M [1].
In the next result, we give a condition under which a
direct sum of u- purely extending modules is u- purely
extending.

Proposition(3.1):

Let M=@;¢; M; be an R-module such that every uniform
closed submodule of M is fully invariant. Then M; is u-
purely extending for each i € I if and only if M is u-
purely extending.

Proof: (<) By Corollary (2.7).

(=) Let K be a uniform closed submodule of M. Then,
by hypothesis, K is a fully invariant submodule of M and
S0 K =@®;¢; (K N M;)[14]. Since K is uniform, then
K n M; is uniform submodule of M;. But M; is u- purely

extending, then K n M;is essential in a pure
submodule P,of M; for each i€l. Thus K=
@i (KN M;) is essential in (P, P;)  where

(B¢ P;) is a pure submodule in M=@,¢; M;[7].Since
K be a closed submodule of , so K = @;¢; P; . Hence,
M is u- purely extending module.
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Definition (3.2): [15]

an R-module P is projective if for any epimorphism ¢: M
— N and for any homomorphism y :P— N there is a
homomorphism h : P — M such that w = ¢h.
Proposition(3.3):

Let R be ring. Then the following statements are
equivalent:

(1)€‘?R is u- purely extending, for every index set | .

(2) Every projective R-module is u- purely extending.
Proof :(1)=(2) Let M be a projective R-module, then
by [15, corollary(4.4.4)], there exists a free R-module F
and an epimorphism f : F — M. Since F is free, then

F = ®R , for some index set 1. Now consider the short

exact sequence: 0— Kerf 5 ®R LM — 0 where i is
the inclusion map. Since M is projective, then the
sequence splits. Thus ®R = Kerf @ M. From (1), ®Rr
is u- purely extending and so, by corollary (2.7), M is u-
G-extending.
(2)=(1) Since R is projective by[lS],?R is projective .
Thus, by (2),63R is u- G-extendingfor every index set I.
]

By the same argument, we get the following result.
Corollary (3.4):
Let R be a ring , then the following statements are
equivalent:

(1)6';R is u- purely extending, for every finite index set I

(2) Every finitely generated projective R-module is u-
purely extending.
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ABSTRACT

Singularities often occur in solutions of partial differential equations, In this paper, two
new algorithms have been presented here, by which one can visualize the motion of poles
of solution of partial differential equation, through detecting the position of the poles as
time varies. We start by solving the given partial differential equation by spectral method,
then continue this solution into complex plane through Pad¢ approximation, and then
compute the singularity of the resulting solution. Subsequently, we apply both algorithms
to some Cauchy problems of Constantin-Lax-Majda and Burgers and Sharma — Tasso —
Olver equations.
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INTRODUCTION

Many nonlinear differential equations feature local
solutions, which develop singularities. The occurrence of
singularities in mathematical models often has a physical
interpretation (e.g., ignition in combustion, focusing in
optics, cusps in free-surface flows, etc.) [1]. Proving all
time regularity or occurring of singularity for solution of
nonlinear partial differential equation is often a
mathematical challenge [2]. It becomes important to
determine the location and nature of the singularities, as
well as their dependence on the initial data [1]. This
paper concerns with Burgers hierarchy, especially for the
first and second levels which correspond to Burgers and
Sharma-Tasso-Olver (STO) equation respectively; our
strategy is to visualize the dynamic of poles by
computing the location of poles numerically, our scheme
in this strategy differ from the other techniques that
found in literature. There are several works for
computing the nature and location of the singularities of
solutions of partial differential equations numerically.
Sulem et al. in 1983 [2] divided the methods which have
been used for the detection and decipherment of
singularities into two broad classes: those based upon
expansion the solution in a Taylor series using some
initial data; and those based upon discretizing the
governing equation. Hussaini et al. in 1988 [3]
introduced shock-capturing and shock-fitting techniques,
also there exist various adaptive techniques based on
scale invariance and moving grid, suggested by Berger
in 1988 [4] and Budd et.al in 1996 [5] respectively.
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Wiedeman in 2003 [6] describes a technique, for
computing the singularities of solution to partial
differential equation, that is to detect the complex
singularities. Wiedeman utilized the Padé approximation
to gain information on the nature and position of
singularities, of the solution of the partial differential
equation, to locate the pole he applies a numerical
maximization search to the objective function f(z) =
log |u(z)|. where u(z) is the Padé approximation of the
solution, and to compute the order of pole, he used the
principle argument of computing poles order, after
treated it numerically.

Trefethen and Tee in 2006 [7], have presented an
adaptive spectral method to problems whose solution
have a singularities in complex domain close to [-1,1].
Here our strategy introduced by two algorithms, by
them, one can trace complex singularities of the solution
of P.D.E. in complex domain, in order to visualize the
dynamics of singularities as time varies. When the initial
data for the P.D.E. are analytic (and periodic), it is
possible to trace the temporal behavior of the width of
the analyticity strip [8], [2], in order to obtain evidence
for motion of singularities or blowup. This takes
advantage of the position of complex singularities in
discrete space. In our algorithms, there are three steps
the successive steps are:

A) Find the solution by spectral method in the
truncated series form.
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B) Continue the solution into complex plane
via Padé approximation.

C) Compute the singularities of the
approximated solution.

In next sections, we describe these tools briefly, then we
use these algorithms for some examples.

Spectral Methods

Spectral methods are a class of spatial discretizations for
differential equations; they provide a way of translating
an equation expressed in continuous space and time into
a discrete equation, which can be solve numerically.
They provide very low error approximations, and they
are usually global methods. Due to this fact, spectral
methods usually have a very high order of
approximation. They may use in its procedure the
Galerkin and Collocation methods.

Truncated Fourier Series [3], and [9]

Fourier series are particularly suited for the
discretization of periodic function u(x) = u(x + L). For
such a periodic domain with periodicity L , and the
Fourier functions are

uy(x) = ZlklsK Ckelkax =

Yikjsk kP, with e C (D
where the coefficients ¢, are the complex Fourier
coefficients, for the Fourier mode @, (x) = exp(iakx).
Note that the summation limits are sometimes also
denoted as |k| < N/2 with N = 2K+1, where N is
number of grid points Additionally, a Fourier-
transformed quantity is often denoted by a hat, 1, = cj.
The transformation from the space of the discrete
representation of u, (physical space) to the space of the
Fourier components c,. (Spectral space) is called the
(forward) discrete Fourier transform F (uy).
Correspondingly, the reverse transform is the inverse
Fourier transform F~1(c,). An efficient way to compute
this is via the fast Fourier transforms (FFT), [10]. The
relation between physical and spectral space is shown in
straightforward way to be

un (%) = Brjx P (%)),
NI uy(x)®_y . 2
These relations can be used to transform between the
physical and spectral space, and are called a “discrete
Fourier transformation”, implemented via a MATLAB
code “FFT” and “IFFT”.

Chebyshev Polynomials [3] , and [9]

Fourier series are only a good choice for periodic
function. For problems with non-periodic boundary
conditions, ansatz functions based on orthogonal
polynomials are preferred. One popular choice are the
Chebyshev polynomials, defined on a domain |x| < 1 as
T (x) = cos(k cos™1x), k =

0,1,2,.... 3)

A function u(x) is approximated via a finite series of
Chebyshev polynomials as:

uy(x) =

Y=o 4T (%)

Cx =
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with the a, being the Chebyshev coefficients. A
common distribution of points in particular for
Chebyshev polynomials are the “Gauss-Lobatto” points.
X = cos(%), Jj=

01,..,N (5)

The N + 1 points x; correspond to the locations of the
extremes of Ty = +1.

The transformation between the physical space u, and
spectral (Chebyshev) space a; is done via the so-called
Chebyshev transform. Since the Chebyshev polynomials
are essentially cosine functions on a transformed
coordinate, as in Fourier series the fast transform based
on the FFT can be used here.

If a collocation method on the Gauss-Lobatto grid (5) is
employed, the derivative of a discretized function u, can
be written as a matrix multiplication,

uy (x;) =

Z?’:o DijuN(xj) . (6)
For the Pt" order of derivative there is a general form:
uy () =

Vo DL.(}’) Uy (x]-) } @)
Or in the vector form:
uz(vp) —

D® (8)

Convolution Sum of Nonlinear Terms [3], and [11]
The fairly complex summation in the nonlinear term
resembling a convolution is a consequence of the
nonlinearity. To do this convolution consider the product
w; = w(x;), j = 1,...,N of two grid functions
w; = u(x;), and v; = u(x;) in physical space

u]-. 17]' , (9)
we proceed by transforming to spectral space with using
U = X<k ™™, =

~Tuy e (10)

And the discrete form of the orthogonality relation
%Z?gleikxj eimxj —

6k,—m+n.N ’ (11)

in the last equation, n € Z corresponds to an arbitrary
multiple of N which is closely related to aliasing errors

(see further about aliasing errors in [9]). Finally one
obtains:

~ _ 1 ~ N
W = ﬁZlklsKZlmlsKukvk Yj-1€

Yook WP . (12)
l=k+m
|m|sK

i.e. the well-known result that a multiplication in
physical space corresponds to a convolution in spectral
space. In other words, the fairly expensive evaluation of
a convolution in spectral space, equation (12), is
equivalent to the direct evaluation of a point-wise
multiplication in physical space, and it is done via the
following steps:

1. Transform 1, ¥, to physical space using FFT:

ikxj ei(m—l)xj —

@y =F W), vy = F (D)
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2. Multiplication in physical space: w; = u;.v;
3. Transform back to spectral space: w, = F(w;);
This final results now reads as follows:

w; =

ZK k=-K ﬁkﬁm '

l=k+m+n.N
|m|<K

Such an evaluation of the spectral convolution in
physical space is usually termed pseudo-spectral
evaluation of the nonlinear terms.

Padé Approximation
The Padé approximant of a function expanded by given
power series with the radius of convergencer is a
rational function of numerator degree n and denominator
degree m whose power series agrees with the given one
up to degree n+ m inclusively. A collection of Pade
approximants formed by using suitable sets of values of
n and m often provides a means of obtaining
information about the function outside its circle of
convergence, and of more rapidly evaluating the function
within its circle of convergence. Padé approximation is
ill-posed conditions since it is related to analytic
continuation, since the aim is typically to gain
information about a function in a region of the complex
plane based on information at a single point [12]. Padé
approximation can be defined as follows: Let f(x)
denote a function having a power series expression
fG) =
Yiemo cix®
for any positive integers n and m with n = m, the Pad¢
approximation of order (n,m) of the series f(x),
denoted by “[n, m] Padé approximation” is defined to be
a rational function R, ., (x) expressed in a fractional
form:

Pp(x) _

R x) = =
nm(X) =00
Po+pX+ - +pnx™

(15)

qo+q1x+-+qmx™

With the property that:
flx) - Rn,m(x) =
0(xn+m+1) (16)

The unknown coefficients
Po...-Ppand qq ...qm of Ry m(x) can be determined
from the above condition.

Proposition 1 [13]
Pad¢ approximation of type [n,m] for somen,m € N,
always exist.

Defects (Froissart Doublets) of Padé Approximation
Before going to define and detect the defect or calculate
the Pade approximation, we have to distinguish between
the coefficient problem and value problem. Coefficient
problem, is the problem of calculating the coefficients
Po,D1,---Pn and qo,q;...q, Of R,.(2), and then
evaluate the approximants at given z. Value problem is
the problem, if point-wise evaluation of whole sequence
is required at pre-specific values of z [12].

By defect we mean: there is an extraneous pole and a
nearby zero. More precisely, in any particular
calculations the paired roots in the numerators and the
denominators ~ will  non-rigorously  equal.  This

(13) phenomenon of “pairing” of such zeros and poles got the

name of Froissart phenomenon and the pairs are known
as “Froissart doublets” [14], Froissart doublets and
spurious poles are a synonymous names of defects.
There are real difficulties in the numerical detection of
defects [15], while, they easily recognized by their
transient nature. They tend to appear and disappear as
one looks at one approximant and then the next.

Methods of Computing Padé Approximants

There are many methods to compute Pad¢ approximants.
Some of them are implementing in computer algebra
system such as Maple and Mathematica and their built-in
utilities are frequently used in applied problems [16].
Some of them depend on the acceleration of convergence
for sequences or series, such as epsilon algorithm [17],
eata algorithm [12] and roh algorithm [18]. Epsilon
algorithm is suggested by baker in [12] as the best
algorithm for value problem since it canceled all (or
reduce the number) of defects. For coefficients problem,
the methods that wused to compute the Pade
approximation have a common problem. Basically due to
the fact that Pade approximants has as many singularities
as the denominator has roots. Only exceptional methods
do not produce unwanted singularities, even in exact

(14) arithmetic. However, there have been developments in

algorithms for rational interpolation that are claimed to
overcome this issue. There is an efficient method
singular value decomposition (SVD algorithm)
suggested by Trefethen in 2013 [19]. In this paper we
will use both of epsilon algorithm and SVD-algorithm.

Procedure of Visualize the Motion of Singularities for
The Partial Differential Equation’s Solution

Our scheme starts by solving the given PDE. By spectral
method, with efficient method for time integration with
respect to time variable (Euler or Runge-Kutta Methods),
this method give us an approximated solution in series

form; “truncated Fourier series”. As soon as the spectral
solution is available, we continue the solution
analytically into complex plane by using Pade

approximation, since the truncated Fourier series is an
entire function, so that; it has no singularities in its
domain; while Pad¢ approximation may have some. The
analytic continuation is done here numerically at each
time step. The final step of our scheme is to locate the
singular point (points) in the complex plane at each time
step. By plotting these locations in the complex plane,
one can see the behavior and motion of the singularities
as time varies. All of the computation tools, spectral
methods and Pad¢ approximations and algorithms that
compute the numerical analytic continuation, are
combined, and used here to reach our goal. Next
subsections give brief details that explain how these
computation tools have been combined, in our work, we
introduce our scheme in algorithmic form by two

80
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independent algorithms; algorithm A and algorithm B.
Algorithm A treat the Pad¢ approximation as value
problem while algorithm B treated it as coefficients
problem. We writes the procedure of our scheme which
devoted to visualize the motion of singularities for the
solution of nonlinear PDE in algorithmic form, algorithm
A and algorithm B are presented here.
Algorithm A
The following steps (stepl-step3) describe the algorithm
that picturing the motion of one pole along its possible
domain D, by compute the [S,S]Padé approximation at
each value of all (N + 1) x (N + 1) points in the sub-
region D; c D, where N is the number of grid point and
N = 2k, and i = 1,..., N and chose the candidate point
to be the wanted pole, the point which make Pade
approximation rich its maximum. This means that this
algorithm treated Pad¢ approximation as a value
problem.
Step 1:
Solve the given PDE (initial value problem) by pseudo-
spectral method, for n,j=0,1,..,N, and x; €1 =
[0’27.[] and t" e [Tintial’Tend]
u(x;, t") =
Zf:-xﬁk(tn)‘bk(xj) . 17)
Step 2:
e Initialize the value of (n) to be zero. Find
x* €1 at which the solution (17) has its
maximum value, and for the time iteration (n)
do the following to the solution (17) in step 1.
e Whilen < N do
e Continue the (17) to complex plane through
Padé approximation and formulate it as in the
approximation
u(z,t") = Rex(w) +Skx(w) — 4y | z €
’ 2’2

2°2
D (18)
where
D =
D, X1, D,xisaneighborsof x*, ifn=0
Dy: ,» Dy, isaneighbors of z,_, , ifn>0

e Compute the approximation (18) using epsilon
algorithm for each z € D, and then find z,,, at
which |u(z, t™)| rich its maximum value.

e Plot z, in complex plane (snapshot of points),
and assign it as a function of the time t™, i.e.
zy = zZ*(t").

e Increase n by 1, and return.

Step 3:

Collect all snapshots of z* in one graph, this trace all
complex  singularities in  the  given time
interval [Ttal Tend] which appear as one singularity
moving as time varies from T°to T?, and then to T2,
and so on until T4,

Remark 1

In the step 2 of algorithm A, the radius of the neighbors
'r’ is consider as a parameter for this algorithm, and the
rectangle region D, is divide as mesh grid N X N points.

Algorithm B
The following steps (stepl-step3) describe the algorithm
that picturing the motion of one pole along its possible
domain D, by computing the [n, m] Pad¢ approximation
through SVD-algorithm, which gives all coefficients of
the polynomials in nominator and denominator of Pade
approximation, and then compute the roots of both
polynomials excluding the defect. The roots of
denominator are the poles at each time step. This means
that this algorithm treated Padé approximation as a
coefficients problem.
Step 1:
Solve the given PDE (initial value problem) by pseudo-
spectral method, and write the solution in the form (19),
Wheren =0,1,..,N and t" € [Tntial Tend]
u(x, t") =
ek W (P (%)
Step 2:
Initialize the value of (n) to be zero, and for the time
iteration (n) do the following to the solution (19) in step
1,

e Whilen < N do

e Continue the (19) to complex plane through

Pad¢ approximation and formulate it as

U, 1) = N2 Uy (D), where k(m) =
~K+m (20)

u(z,t") = R,q(z) ,where z€ C, pqE
7+, (21)

e Compute the approximation (21) in previous
step using SDV-algorithm, this algorithm give
us the “q” roots of denominator of rational Padé
approximation R, ;(z),

if we chose g = 2 in (21), then we have just two poles
z* and its conjugates z*.

e Plotz*, and Z*in complex plane (snapshot of
points), and assign them as a function of the
current t™, i.e. z* = z*(t™), and z* = Z*(t").

Herez*, and z* may be z;, and z;, q=
1,2,..,m.
e Increase n by 1, and return.
Step 3:

Collect all snapshots of z* and z* in one graph, this
trace all complex singularities in the given time
interval [Tt Tend] \which appear as two singularities
moving as time varies from T° to T%, and then to T2, and
so on until T "¢,

Application of Algorithm A and Algorithm B.

The details of our implementation are as follows: All of
spectral methods, time integral, and epsilon algorithm,
are coded in MATLAB 2013. The time integral is done
via Runge-Kutta Method, with adaptive time step, in this
work we set N =25 in both of algorithm A and
algorithm B, the convolution sum in nonlinear terms is
computed with MATLAB function (conv.), in all of our
applications, we used the default tolerance parameters.

Application | (Constantin-Lax-Majda equation)
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Consider the problem

u, + Hwu, — vy, =0, x € (—m,m), andv €
R, t>0 (22)
Initialed by the condition:
(1-e™?
u(x,0)=1+v

1+e~2-2e~1cosx | )
Where the operator H is the Hilbert transformation,
H(u(x,t)) =

1 oo u(y)

With the property H(e™*) = i sign(k) e™**
the exact solution for this problem is [20]:
u(x,t) =

(I—e‘Zt_Z)

1+ Vv—Ym—F— (24)
1+e —2e*~cosx

which periodic solution of period 2, for this example

we use v = 0.01.

If x in (24) is complex then all singularities of (24) are

simple pole, located at

7=

+i(1—t) +

2nm (25)
(25) is computed with aid of maple. Now we have to
solve (22), due to the periodicity of initial condition, a
Fourier Galerkin scheme shall be used for the spatial
discretization; the approximated solution is:

u(xj, t") =

Yo (£ ™.

or in a vector form:

Uy (x,t") =

Yh=—k Wi (t™)e™ .

Due to the property of Hilbert transformation [21]
H(u, (x,t™) =

YK _xisgn(k) d,(tMe**, sgn(k) =0if k =
0. (27)

In the Fourier space equation (22) become

0 — sgn (k)kw + vk?a =

0 (28)

where w is the convolution term.

In the first step of our two algorithms is to integrate (28)
to get the solution in the forms of (26). The resulting
solution, is continued in to the complex plane, in step 2
of both algorithms A and B, by convert it to Pade
rational form and then using epsilon algorithm and SDV
algorithm in algorithm A and B algorithm respectively as
describe above. and then compute the locations of
singularities as describe in algorithm A and algorithm B,
in the following figures (Figure 1-2), we illustrate how
our algorithms can detect the motion of poles as a
compare with the exact motion of poles.

The first row of figure (1) shows |u(x, t)|, for varies (t =
0.1,0.2,0.5 and 0.9), with v = 0.01 and the second row
shows the computed value of |u(zt)|, For the same
values of t that in the first row in complex domain z =
x+iy,x € (—m,m), y € (0,1). In this domain, there
exist one pole z = (1 —t)i and it’s conjugate Z. It is
easily seen that, the motion of maximum value of u,
along the positive imaginary part toward real axis. The

(26a)

(26b)
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same motion is detected in the negative imaginary part
(not shown here).

: | l [
Figure 1: For various times t =0.1,0.2,0.5,0.9 The
first row shows |u(x,t)|, and the second row shows
the computed value of |u(z,t)|, in complex domain

D = (—m, ) x (0,1) for the same values of t that in
the first row.

Figure (2) shows the locations of the pole (z = (1 —
t)i). Explains algorithm A and compares the pole
motion with the exact one. In this figure, the exact pole
and the approximated poles by algorithm A, are aligned
from left to right, and then collected in last graph of the
figure; In all cases the pole is moving downward , (its
conjugate moving upward direction), and the two poles
(z and z) coalesce on the real axis at t = 1. This is when
the solution u(x,t) blows up on the real axis. In the
figure (5.3) we list four cases of (p,q) in algorithm B,
namely a,b,candd, corresponding to (8,7), (10,10),
(12,12), and (6,24), respectively. In each case, the
motion of q poles are computed by algorithm B; every
pole are started from position V at time t° = 0, and end
in position * at time t°™¢ = 1. In each case one can see
at least one of the q poles has a close path (trajectory) to
the exact trajectory that appear in figure (2).

Figure (2) :along all-time t = 0: 1, the motion of the
exact pole, and the approximated poles that
computed by algorithm A, in this figure, their
motions are aligned from left to right, and then
collected in last graph of this figure; all of them are
moving downward , (its conjugate moving upward
direction-not shown here)
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Figure (3) : four cases of algorithm B, , case
a,b,candd for (p,q) is (8,7), (10,10), (12,12), and
(6,24), respectively. In each case the motion of q poles
are computed by algorithm B, every pole are started
from position V at time ¢, = 0, and end in position =
attime ty_.,q = 1.

Figure (4) compare algorithm A and B with the exact
locations of poles along all time from t = 0 untile
t = 1 which corresponding to the motion of this pole.
For algorithm B we consider the case of (p,q) =
(12,12) and from the 12 poles we chose the pole
number 11.

'/.v

Figure (4) the motion of pole exact and
approximated computed by algorithm A and B; for
algorithm B, (p,q)= (12,12), and pole No. 11. In
each case the motion of pole are computed along time
started from position Vat timety = 0, and end in
position * at time ty_.pqg = 1.

Application Il (Viscose Burgers Equation)
The second problem is the Burgers equation, Consider
viscose Burgers equation

Up + Uuy + Vuy, = 0 Vv E
R* (29)
u(x,0) =

(30)

Initial condition (30) is periodic with period ‘2.
Trefethen [7] studies this problem, with boundary
conditions u(0,t) = u(1,t) = 0.

. 1,
sin2mx + 5 sinmx
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Due to step 1 of our algorithms, we have to find spectral
solution of the Burgers equation (29), subject to the
initial condition (30), after we get this solution. Then we
start by applying step 2 and step 3 of our algorithms A
and B, to picturing the approximated dynamical system
that covered the motion of poles of solution. The figure
(5), show the approximation solution of (29) subject to
initial condition (30), for some specific value of time t,
te (0,1)and for x € (0,1) , which is computed by
pseudo-spectral methods, with the parameters that
specified in the application of algorithms section. Then
we applying step 2 of algorithms A and B, to get the
approximated locations of pole or (q poles in algorithm
B) at each time step. By step 3, we collect all of these
locations in one figure, to view the dynamic of pole as
time various from t, = 0to t.,q = 1. Figures (6) and (7)
is used to collect all of locations in one figure; for
algorithm A and B respectively. That make us can see
the motion of pole in the available domain. Which shows
how this pole (q poles) is moving from position V at
time t, = 0, and end in position * at time tq,q = 1.

Figure (5) : spectral solution of equation (29) at time
t=0.1, 0.2, 0.5, 0.9.

Figure (6): motion of pole from V to * , that
computed by algorithm A

The Figures (6) and (7) used to collect all of locations in
one figure; for algorithms A and B respectively. which
make us can see the motion of pole in the available
domain. which shows how this pole (q poles) is moving
from position V at time t° = 0, and ends in position * at
time t"? = 1
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Figure (7) : the motion of q poles from V to *, that
computed by algorithm B for application Il. for the
three cases (a), (b), and (c) for which (p,q) =
(4,3),(28,8),and (28, 28). Respectively

Application Il1  (STO Equation I)
As we mention before, there is no study for

motion of poles for the rational solution of the STO

equation, here we consider the STO equation

Up + AUy + 3au2 + 3auuy, + 3au?u,

0 3D
The exact solution of (31) is [22]:
u(x,t) =

aeZ1+b cos(zy)—csin(z3)
d+eZ1+sin(z;)+cos(z3) (32)
Which is periodic for x € (0,1), and t € (0,0.25), and
z, = ax —aat—x, z, = bx+ ab3t —x,, z; = cx +
ac3t — x5 and a, b, ¢, d, X;, X,,and x5 € R.

where the initial condition of (31) is u, = u(x, 0). And
u is that given in (32). Here we consider
(a,b,c,d, xq4,X5,%3) = (2.2,3,6,8, 0.3, 6, 2). As in
application I, we use (32) to compare the exact locations
of pole with the approximated one. The exact location of
complex pole can be detected from the equation (32) in
complex domain D = (0,1) x (0,1), when the complex
solution that appear in the figure (8)

< ”'—" bs.

Nt

-

o B

s

Figure (8): Complex solution of equation (31) for
values of t = 0.025,0.05,0.125,0.225
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Now we have to apply our algorithms, for step 1, the
solve STO equation (31) by pseudo-spectral methods,
due to periodic of the initial condition, Fourier spectral
method is performed, and it can be compute by

f, — ik3afl — 3ak?(0 * 1) — 3ak?(4 1) +
Bika(i+a+x0) =0 (33)

1, =

ik3ail + 6ak?(w) —

3ika (D) (34)

for x € (0,1), and t € (0,0.25), in stepl, and then in
step 2 we determine the locations of pole approximately
at each time step by continue the solution into the
complex domain z = x + iy, x,y € (0,1). By step3, we
collect all position of pole in one graph, so we get the
dynamics of pole, which is moving from right to lift. The
figure (9) shows this step, the three columns shows the
exact locations and the approximated (by algorithm A)
locations respectively.

Figure (9) :along all-time t = 0 until t = 0.25, the
motion of the exact pole, and the approximated poles
that computed by algorithm A, the motion of pole
from V to *, in this figure, their motions are aligned
from left to right, and then collected in last graph of
this figure.

In Figure (10) we list three cases of algorithm B, for the
degree of approximate (p, q), case a, b and ¢ for (p, q) is
(14,13), (24,5), and (25,21), respectively. In each case
the motion of g poles are computed by algorithm B,
every pole are started from position V at time t, = 0, and
end in position * at time t,,; = 0.25. In each case one
can see that at least one of the g poles have a close
trajectory to the exact trajectory that computed exactly,
which appear in previous figure.

Figure (11) compare algorithm A and B with the exact
locations of poles along all-time from t = 0 untile
t = 0.25 which corresponding to the motion of this pole.
For algorithm B we consider the case of (p,q) = (24,5)
and from the 5 poles we chose the pole number 1. Figure
(11) also, shows that approximated dynamics by
algorithm A and B, are close to the exact dynamic. In
addition, all of their motion are from right to lift, while
the locations is not coincided with the exact location.
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Figure (10) : motion of q poles from V to * , that
computed by algorithm B. for the three cases (a), (b),
and (c) for which
(p,q) = (14,13),(24,5),and (25,21). Respectivly .

Figure (11) : motion of pole exact and approximated
computed by algorithm A and B; for algorithm B,
(p,q)= (24,5), and pole No. 1. In each case the
motion of pole are computed along time started from
position Vat time t, = 0, and end in position * at
time ty_eng = 0.25.

Figure (12): motion of pole from V to * , that

computed by algorithm A.
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Application IV  (STO Equation II)
Consider the STO equation (31) subject to the non-
periodic initial condition,

2ce*
u(x,0) = oT T o (35)

this equation has an exact solution [23]. For c € R, x €
(0,m),t € (0,5).

Now we have to apply our algorithms, for step 1, the
solve (31) by pseudo-spectral methods, can be compute
by

Qi + a D30 + 3aD (@) * D(Q) + 3a(dl * DU)
+3a(i*D*0) =0 (36)

By using Runge-Kutta method to integrated the equation
(36), to get the solution u(x,t) in the form of (26). By
step 2, we continue the solution in (step 1) to complex
domain D = (0,m) x (0,27) through Pad¢
approximation, and then find the location of pole at each
time step. In figures (12) and (13), we list the result of
step3 for algorithms A and B respectively. That shows
how this pole (g poles) is moving from position V at
time t, = 0, and end in position * at time t,,; = 5.

Y =4 Lo d - (20|
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Figure (13): the motion of q poles from V to *, that
computed by algorithm B. for the three cases (a), (b),
and (c) for which
(p,q) = (11,26), (4,19), and (14, 10). Respectivly .

Discussions And Conclusions

In the implementation of our algorithm, there are some
parameters that controlling the accuracy of both of them.
The results from application I, show that the algorithm A
is more accurate in detecting the position of a pole than
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algorithm B, this accuracy is resulted from chose the
radius of the neighborhood r, of the region D, in step 2
of this algorithm. If r is as small as possible we get the
best results. In all applications, we set (r = 0.03), and if
we increase this value to (r = 0.1 for example) then we
lose the accuracy, figure (14), shows this result by repeat
the application I, with the new value of r, One can see
how the locations of the pole lose its right exact
locations. While the parameters of algorithm B, are the
degrees of nominator and denominator of Pade
approximation, p, and q respectively. Each of them can
be vary from 1to N. In addition, the resulting dynamics
is as the number of the roots of denominator, which is
equal to g for each value of p. As a result from this
coefficients problem, these dynamics which computed
by algorithm B, can lie in any region of complex plane.
Therefore, we chose the dynamic, which is in our pre-
specific region, and ignore the rest of unwanted
dynamics.

U

Figure (14): repeating the last column of figure (2)
after change the value of r from 0.03 to 0.1

Figure (15), list some cases for the application | for
deferent value of pandq. The algorithm A and
algorithm B that presented in this paper are good tools to
detect the position of poles and picturing their motion in
complex plane. Algorithm A can approximated position
of exact location better than algorithm B, since it start by
initial location of the pole and then compute its next
position. while algorithm B is compute all possible poles
at each time step by this way it can find the motion of
the wanted pole in very accuracy direction, which
coincided with our goal; so that algorithm B is best than
algorithm A.
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Figure (15): several cases of (p,q) for algorithm B, in
application |
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1-INTRODUCTION

Linear fractional programming problems are useful
tools in production on planning , financial and corporate
planning ,healthcare and hospital planning have attracted
considerable research interest [9],The fractional
programming (FP) is a special case of a nonlinear
programming used for modeling real life problems with
one or more objective such as profit/cost , actual
cost/standard , output/employee, etc, and it is applied to
different disciplines such as engineering , business,
finance, economics, etc [2,4,5]. Several methods for
solving linear fractional programming problems, used
sensitivity analysis with an iterative method solving
linear fractional programming [10] . [8] proved that we
can convert an interval value linear fractional
programming problem to an optimization problem with
interval value objective function . [1,4] have proposed a
method which depends on transforming the linear
fractional programming problem to an equivalent linear
programming problem. Lagrange method is
recommended that to be more powerful than the author
and in this paper we used the development Lagrange
method to get a good solutions and forms and of
fractional linear programming.

2-DEFINITIONS AND PROPOSITION
PROPOSITION(2-1) ([4]) :

According to the fact that each fixed number a can be
equivalenty written as interval [a,a] , we can claim that
linear fractional programming is a special case of linear
fractional programming with intervals coefficients in the
objective function.

DEFINITION (2-1) ([3,4,5,6] ) :

LINEAR  FRACTIONAL  PROGRAMMING
PROBLEMS WITH INTERVALS COEFFICIENTS
IN THE OBJECTIVE FUNCTION.
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Consider the general extended form of a linear fractional
programming problems with intervals coefficients in the
objective function as follows :

[aybi]xs -+ [ar, br]xi+ [ags1.brs1]

Minimize
[cr,da)rs+-+ ek dic)xr+ [Char 1]
s.t
Ayxi+t....tArx, < b L (2.1.1)
X =20, ..., %, 20
Where A;,for i=1,.....,k and b are m — dimensional
constant column vectors , x7 = (x;,....,x;) € X.

By proposition (2-1) we transformed the problem (2.1.1)
into linear programming problem as follows:

Minimize a,y;+....+ta Y + ax4q 2
iyttt Ve ¥z =1,
Aiyp+ ...t Ay, - bz <0,
y]_ZO, 5 ykZO , z >0

........ (2.12)

The optimal solution ( y7,...... , Yr, 2") of the above

linear programming problem .
The optimal solution of the problem (2.1.2) which can be
easily obtained by

DEFINITION (2-2) ([7]) :

LAGRANGE METHOD FOR SOLVING
NONLINEAR PROGRAMMING PROBLEM , [By
using the Lagrange method the solution of a constrained
optimization problem can often be found ].

We define the Lagrange method as

L(xA)=f(x) - ¥iZ1 4 gi(X) - b;

where

A is lagrange multiplier .

f(x) : objective function .

g(x) : restrictions problem.



Al- Mustansiriyah J. Sci., Vol. 27, No 1, 2016

L(x,4) : Lagrange function.
we need to compute the partial divertive of L for solve

the problem that satisfy.
oL

ggzo ...... 2.2.1)
==0 . (2.2.2)

The system of equation (2.2.1) and (2.2.2) can be solved
and we get the best solution .

3- MAIN TEXT

DEVELOPMENT LAGRANGE METHOD FOR
SOLVING LINEAR FRACTIONAL
PROGRAMMING PROBLEMS WITH
INTERVALS COEFFICIENTS THE
OBJECTIVE FUNCTION

The mathematical model of fractional programming
problem is

IN

ctx+a

ftx+ B

Maximize f(x) =
AX<b ; x>0}
Where ¢t and f* are vectors in R™ represent the
objective function coefficients , a and [ are scalars, A
isan ( m, n) matrix and b € R™ , linear fractional

Subjectto x € X= {x;

programming problem is transformed into linear
programming problem by use proposition (2-1) .
Maximum f(x) = c¢x  Subjectto AX<Db

3.1 when x>0

If we added non negative condition S= (' s;, s; ,...... )

to formula (3.1)
Then it would be translated to
Maximum f(x) = cx

Subject to
AX+1,S =b
X+ 1,5 =0

And it will be a Lagrange function as follows :
L(x,A2,A)=cx-A(AX+IL,S -b)- A(-X+I,S
) (3.2)

By derivative equation (3.2) accordingto A and x we
get

AN -L2=C
AX+I1,S =b (3.4)

Where x is Variables represent the mathematical model ,
A is Matrix coefficients restrictions , b is Matrix
constants party right of restrictions , A is lagrange
multiplier , I,, is identity matrix ( n,n) , I, is identity
matrix ( m,m) , S is slackness variable , C is Variables
coefficients of linear objective function.

The system of equation (3.3) and (3.4) can be solved and
we get the best solution .

4-NUMERICAL EXAMPLES

In this section we solve restricted and unrestricted linear
fractional programming problems with intervals
coefficients in the objective function.

EXAMPLE ( 4-1)
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Consider the following restricted linear fractional

programming problem
Minimize =3 Uxat[241xp+[-2,-05]
[0.5,1.5]x1+[0.5,1.5 |x2+(3,5]

s.t

-x;+x, <2

X1 ,%, =0

the above problem is transformed into the linear
programming problem , therefore we have :

Minimize -3y,+2 y,-2z

s.t

0.5y;,+05y,+3z < 1

-1.5y,-15y,-5z < -1

Vit ¥o-2z < 0
Y1:Y2.,22 0
0.5 0.5 3 1
A=[-15 —-15 -5 ,c=[-3 2 =2], b=[-1
-1 1 -2 0
V1 A1 A S
y: [3’2] ’ /’{: /12 ’ /’{*’: /’{5 y S= SZ
Z /13_ )'6 S3
by using the equation (3.3),(3.4)
0.5 —1.5 —1][41 1 0 0][14] [-3
0% 13 1] AZ] : |o ; o] 2 H
(3 -5 =2l o0 o 1llal L-2
[ 0.5 0.5 3 X1 1 0 01157 1
-15 -15 —5] [xz] +IO 1 0 [52 2[—1]
[ —1 1 -2 z 0 0 11Lssl 0
0.511'1.512'/’{3'14 ='3
051,-15A,+A3-45 =2
3A1-51,-213-44 =-2
05y,+05y,+3z+s,; =1
-15y,-15y,-5z+s, =-1
-Y1+y,-2z+s; =0
The optimal solution
y,=1,y,=0,z=0,
The optimal objective function value f(x) = -3 using
H _ Y1 _ _ Y2 _
relation x; e -0333 |, «x, =t -

EXAMPLE (4-2)
Now consider the following restricted linear fractional

programming problem
[3,5]x1 +[1,4 Jxp+[7,11]

Maximize [05 2]x1+[1,2 [xp+[4,6]

s.t

x; +3x, <30

X1,%X, 20

By proposition (2-1) the above problem ,we can convert
to linear programming problem :

maximize 3y;+ y,+7z
s.t
0.5y, +y,t4z < 1
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22yt 2y,-6z < -1
yi1+3y,-30z < 0
Yi.¥2,22 0

Now on solving above linear programming problem we
get the optimal solution of the problem as :
y1=1,y,=0,2=0,

And by using relation x; =

0
With the optimal objective function value f(x) = 3

Y1 _
P 0.333

v X2 f(x)

EXAMPLE (4-3)
This numerical example is unrestricted linear fractional
programming problem

- [—3,—2]x5+[54,669]
minimize —m—
[1,3]x,+[8,42]

s.t

2x, <20

X, unrestricted variable .

the above problem we can convert to
programming problem by proposition  (2-1)
Minimize -3 y,+54z

s.t

y,+8z < 1

—3y,-42z < -1

2y,-20z < 0

v,,2z> 0

Where y, =y; - ¥,

Now on solving above linear programming problem we
get the optimal solution of the problem as :
yé:O,y£=1,y2=-l,Z:O, v,

i H _ Y1 _ _ _
And by using relation x; = P 0333 , x,= o "
0

With the optimal objective function value f(x) = 3

linear

5- CONCLUSION

In this paper we have used development Lagrange
method to solving linear fractional programming
problems with intervals coefficients in the objective
function , which has been converted fractional
programming to linear programming problems using
proposition (2-1). Two types of examples restricted and
unrestricted solved by development Lagrange method
which include a simple mathematical formulas and get
the best solutions , which show the accuracy and
efficiency of the method .
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ABSTRACT

Virtual Private Network (VPN) can be used over existing networks, such as the Internet; it
can facilitate the secure transfer of sensitive data across public networks. This paper
present amethod for VPN development based on IPSec protocols suit. The development
method depends on existing packages this leads to reduce development time, which is the
strongest most important criteriaadopted in the process of development and Component
Based Software Engineering (CBSE) Since IPSec work at network layer, so there is no
need to change the security according to applications. An authentication is provided
through PreShared Key technique.

The proposed method implemented using Java programming language and Linux
operating system. Our proposed method depends on IPSec implementation in Linux kernel
which provides Advanced Encryption Standard(AES) security feature, by focusing on the
performance and design of the implementation. Furthermore, the existing paper focused on
the some IPSec issues and overcomes them.
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1-INTRODUCTION

There are three strategies can be used to achieve privacy
which are private network, hybrid networks and virtual
private networks. The cost is the major drawback of
private and hybrid networks. An organization uses
several leased lines when it connects several sites to
create private Wide Area Networks(WANS), that means
a high monthly fee, therefore WANS are expensive. The
solution is using the Internet for both private and public
networks. Virtual Private Network (VPN) is a
technology allows organization using global Internet for
both communications[1].A VPN is used to transmit data
privately and securely over an unsecured and public
network infrastructure[2]. IP packets don’t provide the
security inherently. As a result, receiving of IP packet
isn’t guaranteed from the claimed sender, it contains the

91

original data of the sender, or wasn’t sniffed when
transit[3]. IPSec(abbreviated for IP Security) is used to
protect IP datagrams, is often used in VPNSs. It provides
a method to specify the packet to protect, how that
packet will be protected, and receiver of that packet.
IPSec offers two protocols: Encapsulating Security
Payload (ESP) or Authentication Header (AH) ,for both
IPv4 and IPv6. Internet Key Exchange (IKE) protocol is
used by IPSec to establish and refresh the necessary
cryptographic parameters for AH and ESP protocols[4].

T.Tsai identifies how IPSec affects the business strategy
for Taiwan Internet Server Provider, using X company
as an example [5].A. Kundu proposes an extension to
Multi-Layer IPSec protocol, on need basis the
intermediate nodes provide access to upper layer header.
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The Implementation of extended Multi-Layer IPSec uses
Linux kernel of IPSec[6].Adrian Hoban tests the
potential performance that can be obtained by creating
an AES-NI-GCM implementation using the new
instructions within the Linux kernel cryptographic
framework.  AES-NI-GCM  implemented  using
Assembly code. The data presented to demonstrate an
AES-NI based on IPSec suit on Linux, using modern
Intel microarchitecture running on Intel processors can
deliver incredible improvements of IPSec performance
over previous generations of silicon[7].C.Shue, M.
Gupta and S. Myers focus on evaluating of IPSec servers
performance in many sitting for client and show that
IPSec is not scale as native TCP/IP implementation. A
strong case is made from that analysis for optimizing the
performance. In their paper, they focus on IKE
optimization[8]. A. Alsaheel and A. Almogren have
covered the main aspects of IPSec protocol, including its
relationship with other protocols such as Internet Key
Exchange (IKE) and ISAKMP. They have identified
IPSec architecture which includes the main components
they have introduces its protocols AH and ESP and their
differences. They have seen how IPSec implementation
can be adopted into the TCP/IP stack in two forms as
native or shim. They have dinged into Strong Swan one
of the best IPSec implementation at Linux systems [9].
R. Hassan, A. Ahmed, N. Othman and S. Sami
introduced a new spoofing defense mechanism to
eliminate spoofing threat that happens when using IPSec
in transport mode to secure IPv6 over IPv4 tunnel.

A new mechanism work based on IPSec protocol ESP, it
uses the padding area of ESP to write the IPv6 source
address of the packet that will travel across IPv4
region[10].

The proposed development introduces some of IPSec
problems and the solution for them. This paper proposes
a method to enhance IPSec authentication through
rekeying of Pre Shared Key technique. As well as
introducing IPSec implementation inside  Linux
environment.

IP Security (IPSec)

IPSec secures Layer three IP communications.
Employ a set of protocols and technologies such as
Authentication Header (AH), Encapsulating security
Payload (ESP), Internet Key Exchange (IKE), and others
into a complete system that provides confidentiality and
authenticity of IP data[11]. IPSec operates in one of two
different modes, the transport mode or the tunnel mode,
In transport mode, IPSec protects upper layer protocols.
That is, the protection is applied to the payload of the IP
packet, and the IP header is left intact. Typically this
mode is used when end to end security is desired [12].
When IPSec tunnel mode is used, IPSec encrypts the IP
header and the payload, the complete IP packet is
protected and a new IP header is inserted to route from
one IPSec endpoint to another [13]. Here the entire
packet is protected. IPsec uses two protocols to provide
traffic security Authentication Header (AH) and
Encapsulating Security Payload (ESP). AH provides
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authentication and integrity, which protect against data
tampering. AH also provides optional anti-replay
protection, which protects against unauthorized
retransmission of packets. AH does not protect the data’s
confidentiality [14] [15]. ESP header is designed to
provide a mix of security services.

ESP can be used to provide confidentiality, data
origin authentication, connectionless integrity, an anti-
replay service (a form of partial sequence integrity), and
(limited) traffic flow confidentiality.ESP adds a header
and trailer to packet[16].A Security Association (SA) is
a simplex "connection" that affords security services to
the traffic carried by it. Security services are afforded to
an SA by the use of AH, or ESP, but not both. If both
AH and ESP protection is applied to a traffic stream,
then two (or more) SAs are created to afford protection
to the traffic stream. For two-way IPSec
communications, two SAs are needed, one for each
direction (i.e. inbound and outbound traffic)[17].

IPSec Problems

There are some problems using IPSec , this paper
introduces a method to overcome these problems. First
of all, Operating System (OS) vulnerabilities such as
Domain Name System (DNS) attack. This attack can be
utilizes by viruses or malware putting in the Operating
System. The virus can alter the IP address of the honest
peer with the wrong peer when DNS resolved.
Therefore, wear using Linux OS to overcome this
problem because this OS decrease effective of viruses
for the reason the Linux OS does not support auto-run.
Also there is no control by any applications on the
system, because the kernel is responsible for the
administration. Another issue, Since IPSec suite has
many components and many protocols which made the
developing of the system more difficult. In proposed
method this issue is overcome by depending on existing
packages such as Racoon, in order to reduce the
development time and simplified the development
operation.

One of IPSec problems is that designer of IPSec uses
algorithms to provide security which has already been
cracked. This increases risks of security, especially when
the administrator of network uses those algorithms
unknowingly. Instead of more sophisticated, modern
ones which are already available[18]. The proposed
method used strong security algorithm (Rijndael
Algorithm) to develop a system which is depends on
long key and speed of execution. The proposed method
is enhancing the authentication of IPSec using Pre
Shared Key (PSK) technique depending on dynamic
rekeying.

Rijndael Algorithm

The method depends on an Application Programming
Interface (API) that provided by Linux kernel to fund
cryptography services. There are many cryptographic
services provided by API such as hashes, ciphers,
random number generation and compression. The API
provides both asynchronous and synchronous calling
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semantics and is common to applications of kernel mode
to use. In this paper the implementation of algorithms
uses a plug-in model as framework of cryptographic. To
implement APl the application must call
crypto_register_alg() function which points to a
structure ofcrypto_alg(Rijndael) to be used. The
Rijndael structure is defined to be used as cryptographic
algorithm of the implementation. Rijndael is specified
using cra_name member which founds in the structure of
crypto_alg. Many plug-ins may simultaneously exist and
have the same functionality. The method makes a call to
a certain implementation by requesting the name of
implementation. cra_driver_name member is provided
by the structure crypto_alg which is used in our method
to match the definition of names. When algorithm name
is called by multiple implementations at the same time,
then our method depends on cra_priority member to
choose the implementation of cryptographic framework
to be run[7].

Pre-Shared Key (PSK)

PSK is a shared secret which was previously shared
between the two parties using some secure channel
before it needs to be used.

This algorithm works depending on IP address of peer,
email address of peer or the domain name. It also
requires password which must be the same at two
computers. Authentication hash in aggressive mode of
IKE is sending as response to the client that establishes
IPSec session. This hash may capture using a sniffer,
such as tcpdump, since this hash isn’t encrypted then it
possible start brute force attack or dictionary against this
hash to recover the PSK. The static password can be
cracked. So our proposed method is using dynamic
password. This method depends on generating random
password which is changing with the time. The proposed
method enhance the authentication of IPSec, even the
password cracked this password will change in later
session. PSK take places before SA negotiated, as a
result, if PSK isn’t satisfied then SA negotiation will not
begin. So IPSec session will not begin. This method
makes IPSec attack so hard, because even if password
that acts as gate to IPSec session cracked, the cracker
can’t use the cracked password in next session.
IKECrack is a tool available to do this job. The proposed
method proves its immunity to crack using this tool.

Mode Algorithms

These algorithms are mainly used to specify the mode
which defines the way to provide the security by IPSec
protocols (AH and/or ESP). Racoon tool is used for
development which save development time.

Using this tool to provide the development to IPSec
protocols which are Authentication Header (AH) and
Encapsulating Security Payload (ESP), the next
algorithm represent authentication header.

Algorithm 1: Authentication Header
Stepl: Read data (Input)
Step2: Is data length even THEN
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Add AH and exchange the contents of Next Header field
and Protocol field of IP header.

ELSE

Add zeros as padding to make data even then
GOTOStep2.

Step3: Set authentication data field empty.

Step4: Calculate authentication data.

Step5: Put the result in authentication data field
(Output).

Step6: END.

The following algorithm
Security Payload:

represents Encapsulating

Algorithm 2: Encapsulating Security Payload
Stepl: Read data (Input).
Step2: Is data length even THEN GOTO Step4
ELSE
GOTO Step3
Step3: Add zeros as padding
Step4: Add ESP trailer and exchange contents of Next
Header field and Protocol field.
Step5: Encrypt Transport layer data
with ESP trailer using Rijndael algorithm
Step6: Add ESP header.
Step7: Calculate authentication data.
.Step8: Put the result of authentication at the end of
packet(Output)
Step9: End.

Implementation

The proposed method implemented as an application
runs by Linux, the application depends on security
services that are found in the kernel of Linux. This will
omit the transformations between applications and
operating system, as a result this will enhance the speed
of execution. Also the wrong settings can affect the
performance of the application. The application is
developed using Java, because it is an abstract computer
defined by a specification. Java specification omits
implementation details that are not part of the Java
virtual machine's specification. The main reason for this
omission is to not unnecessarily constrain the creativity
of implementers. Figure 1 shows testing for
implementation of the application using Kame tool.
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Figure 1: Checking application work using Kame tool

Results

The central processing unit (CPU) is typically
the hardware component most affected by IPSec. The
main drawback of IPSec is the CPU overhead, because
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IPSec provides its security to required packets as well as
to unwanted ones. The paper made IPSec application-
dependent when it operates on fourth layer using
Transport Mode to overcome processing unwanted ones.
IPSec implementation typically provides protection for
all traffic. In some cases, this may not be advisable
because of performance reasons. The number of packets
are reduced in the system, this leads to reduce IPSec
processing, packet processing and the overload.
Encrypting traffic that does not need protection or is
already protected (e.g., encrypted by another application)
can be a significant waste of resources. Two modes are
used in this paper, with each connection type there is
appropriate mode. This can affect the security of the
system such as using Transport mode for connection
between computers in different networks is less secure
than Tunnel mode. At remote network the IP layer may
has vulnerability could be passed across IPSec tunnel
into the corporate network. it is doable to guarantee that
this isn’t happening, but higher support results is
expensive. By using Transport Mode the drives of
network don't appear to remote workers, the network is
shielding against threats such as worms. The method
enhances the security of IPSec protocol suite by using
additional authentication technique. Pre-Shared Key is
authentication technique that uses in the paper which
depends on rekeying to reduce attack happening. The
security comes from many resources, first of all ,
Operating System (Linux) that prevents auto-run and
another application controlling and security package
provision. Wrapping algorithm (Rijndael) isn’t cracked
anymore. The original protocol suit provides strong
security as well as enhancing authentication using
rekeying of Pre-Shared Key. The above factors make
application provides strong security which overcomes
some attack such as DNS attack , sniffer and brute force
attack. Tcpdump and Kame tools are used to test robust
of application security.

Conclusions

The proposed method provides additional level of
authentication to that is provided by IPSec protocol, this
leads to enhance the security. The proposed method
depends on kernel of operating system to provide the
security; this reduces time of execution, because it
eliminates the time taken for transformation between
operating system and application. The method prevents a
normal user from work unless having (Root) permission,
this will provide optimal security. The viruses that can
exploit system vulnerability are less affective, since the
system is developed with Linux operating system.
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ABSTRACT

In this paper, a linear vector predictor is exploited to limit the linear correlation between
the blocks. The variance of the current vector is predicted by a feed-forward three-layered
neural network. A neural network predictors based on a supervised learning paradigm was
supposed to be able to exploit higher-order structural correlations between the lost block
and its neighbors. Further, edge blocks can be predicted with increased accuracy.

Predictors were optimized to predict horizontal, vertical, 45", and 135 diagonally
oriented edge-blocks, respectively. The proposed method achieves accurate values by
estimating a predicted pixel from the available information of several past pixels of the
lost block to recovering the missing coefficients. Further, the textural information in the
block was used to categorize the training data. The categorizing of the blocks were based
on the edge orientation in a given image block. For example, the block variances and
directional variances of the four neighboring blocks. This greatly facilitated the
reconstructing of the strong diagonal edges. Experimental results show that the proposed
technique provides very good reconstruction capabilities for combinations of lost blocks.
The perceptual quality of the predicted images is also significantly improved. In terms of

loss concealment and artifacts, especially those associated with edges.

1-INTRODUCTION

Prediction is a statistical estimation procedure where
future random variables are predicted from past and
present observable random variables. In a typical
prediction process, a predictor is used to estimate the
current block by using the information from several past
blocks. In other words, the current blocks were predicted
from the previously encoded blocks to construct the
residual blocks (the difference between the original and
predicted blocks). The basic problem in the predefinition
of any perfect prediction or interpolation scheme is to
realize the rules that correlate the available data with the
missing ones. In the linear predictors, the first-order
correlations (smooth areas or textural information) were
only exploited, which in turn provide a relatively low
prediction  performance. In contrast, non-linear
predictors used to exploit the high order correlations
(edgy areas or structural information). In this context, a
high correlation among neighboring pixels will give
results with high accuracy [4].

Therefore, predicting blocks containing edges is one of
the most important steps in image processing to provide
an indication of the physical extent of the objects within
the components of the image. Neural network based
predictors have been found to improve the perceptual
quality of the predicted images, as well as exploiting
higher-order correlations due to the nonlinear processing
of the input vectors [9].
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The method proposed in [1] used to classify blocks as
non-edge blocks and edge blocks. Conventional
approaches are similar to that of JPG/JPEG and block
adaptive prediction, where the intensity of the current
block is predicted from previously decoded ones [2]. The
authors in [3, 4] proposed a very efficient technique
called edge-directed prediction (EDP). EDP is an
adaptive prediction scheme on the basis of least-square
(LS) optimization. The methods in [5, 6] are used to
improve performance by exploiting the neighboring
vector correlations within the image. The method
proposed in [7] is a prediction algorithm based on sparse
approximation technique. In this approach, a linear
combination of basis functions is used to approximate
both pixels in the causal neighborhood, and pixels in the
blocks to be predicted.

Using artificial neural network with the aid of nonlinear
activation functions and suitably trained with an
appropriate set of sample data is in fact able to
approximate complex nonlinear input/output relations
[8].

The biggest abstrictions faced in predicting block
containing edges, is how to implement an efficient
neural network-based predictor that select the proper
predictor for predicting a given block, provide the fitted
weighting factors, and improved performance. The
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fundamental importance for the predictor performance is
how to choice the appropriate coefficient sets that
configures the input and output network layers, and how
to select the input and output pairs to carry out the
training process.

Training a neural network effectively synthesizes a set of
rules from a body of training exemplars. Applicable
training methods are a function of the characteristics of
the neural topology and nodal functions.

To ensure good learning and high performance in terms
of generalization capability and mapping capability of
the network three solutions are possible: 1) to correctly
dimension the problem, 2) to mapping a desired set of
input features to specific output features, and 3) to
correspondingly, the network structure [9]. The accuracy
for the trained neural models is measured by the average
percentage error of the neural model output versus test
data. The adopted network structure was a multilayer
percepton (MLP), with three layers: input, output, and
one hidden. The neuron activation functions were chosen
to be of the hyperbolic tangent type in order to provide
the required nonlinear behavior to the network. MLP is a
class of neural networks called feed-forward, were
information processing in the network structure follows
one direction-from input neurons to output neurons.

In general, the main pointer of the neural network is the
number of hidden neurons that provide accurate results if
properly used. Therefore, it is difficult to predict the
number of neurons in the hidden layers that are required
to obtain accurate results. The activation function of
each hidden neuron in an MLP process is the inner
product of the input vector and the synaptic weight
vector of that neuron.

In this paper, a block size of 4 x 4 is commonly used; in
which the current block has been estimated by using the
four causal neighboring blocks. The results of the
estimated matrices of the proposed error concealment
exemplar (ECE) in [10] are merged with an artificial
neural network (ANN). The neural network architecture
can be used to implement a nonlinear vector predictor,
such as the MLP, and a radial basis function (RBF)
network.

The remainder of this paper is organized as follows
.Section 2 presents the feed-forward neural networks,
brief reviews on the block prediction scheme and
training process. Section 3 presents the error
concealment for images with separated lost blocks,
filtering detail blocks in smooth regions, and filtering
detail in high frequency regions, Section 4 presents the
adopted methodology, and procedure to define predicted
blocks containing edges. Several experimental results are
illustrated and discussed in Section 5. Finally, section 6
concludes the paper with suggestions for future work.

2 FEED-FORWARD NEURAL NETWORKS
The well-known architecture of FFNN is structured by

layers of units, with connections between units from
different layers in forward direction [11]. A fully
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connected FFNN with one output unit and one hidden

layer of N, units computes the function:

OE (A{ilm (w;, by, 8)+ bo}

i1
1)

Where
activation function. The most common activation
functions in the hidden units are sigmoidal for multi-
layer perceptions (MLP) and radially symmetric for
radial basis function network (RBFN). Output activation

A.,b,b, eR,s,w, eRN,(oi(W b. S) is

functions %= (u)are usually sigmoidal or linear. The
goal of the training process is to choose adequate
parameters (coefficients, frequencies and biases) to
minimize a predetermined cost function. The sum-of-
squares error function is the most usual:

E(S) = %i(fFFNN (Si )_ Yi )2
©) i

2.1 THE BLOCK PREDICTION SCHEME AND
TRAINING PROCESS

To achieve satisfactory results, three solutions must be
taken into consideration: 1) to select the best coefficient
sets, which will be adopted in configurating of the input
and output layers of the network, 2) to decompose the
training data set into several subsets, to facilitate the task
of the prediction for each subset vectors, and 3) to select
the optimal dimension of the network.

The architecture of the ANN consists of the number of
hidden layers and the number of neurons in input layer,
hidden layers and output layer. A neural network vector
predictor based on a three-layer perceptron with one
hidden layer shown in Figure 1 was chosen for the
present study. For clarification, input vectors may
consist of frequency ingredients, pixel values, transform
coefficients, or any other features considered important.

In the figure, Wi represents the weight associated with
the connection from neuron ! in the first (input) layer to

neuron J in the second (hidden) layer. Similarly, Wi
represents the weight associated with the connection

from neuron J in the hidden layer to neuron K in the
final (output) layer.
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Fig. 1 Neighboring blocks in predictor training used to
reconstruct blocks information loss.
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Back propagation was created by generalizing the
Widrow-Hoff learning rule to multiple-layer networks
and nonlinear differentiable transfer functions. The
multilayer perceptron (MLP) is a supervised feed-
forward neural model [12]. It is widely employed in
pattern classification and prediction. In other words,
back propagation is a gradient descent algorithm, in
which the network weights are moved along the negative
of the gradient of the performance function. The term
back propagation refers to the manner in which the
gradient is computed for nonlinear multilayer networks.
Further, input vectors and the corresponding target
vectors are used to train a network until it can
approximate a function, associate input vectors with
specific output vectors.

Neural network training can be made more efficient if
we perform certain preprocessing steps on the network
inputs and targets. Properly trained back propagation
networks tend to give reasonable answers when
presented with inputs that they have never seen.
Typically, a new input leads to an output similar to the
correct output for input vectors used in training that are
similar to the new input being presented. This
generalization property makes it possible to train a
network on a representative set of input/target pairs and
get good results without training the network on all
possible input/output pairs.

A neural model can be configured such that each input

neuron corresponds to a circuit modulus in | , and each
output neuron represents a signal delay inO. The
weights: W in the model 0=0(,w) are
determined through a neural network training process.
The model is used to compute the signal delays O fora
given values of | using neural network feed-forward

operation. Figure 2 shows the |/p—o/p neuron
functions.

|

) |

1 )i .\dodulusl )1 Neuron )1 Delay I » 0
|

|

|

O=0(I. W)

'_:7 neuron functions

The hyperbolic tangent functions f(net) are used as
transfer functions in the hidden layer and output layer.
These functions are similar to a smoothed step function,
which were used to provide the required nonlinear
behavior to the network and given by:

f (net) =
(©)

l+e? ™

Where, B is called the steepness factor.

The purpose of network training is to optimize the

weights ! Wi connecting neighboring layers and the
bias of each neuron in hidden layer and output layer. To
achieve better results, two solutions are possible: 1) to
update the weights associated with the output layer of

the MLP (Wi ) and 2) to update the weights associated
with the hidden layer of the MLP.

The optimal set of weight parameters W in the above
model are achieved through a process called training.
The training data are pairs of

(1.,D,, k=12,--5)

I, .
where "k is a vector

representing inputs and Dy are the desired outputs of

the neural model for inputs L and S s the total
number of training samples. During training, the neural
network performance is evaluated by computing the
difference between actual neural network outputs and
desired outputs for all the training samples. It is desired

to train the layered neural network f(I’W) to
approximate a specific bounded set. In iteration k, let

f [I ks W(k)] be the output of the neural network, and

let f (I k) be the desired output. Therefore, requires us
to adjust all the variable-weights of the neural network

such that the error Ek can be reduced. The difference,

also known as the error E , where E is defined as,

E=% Z Zm:(oj (|k,W)— Djk)2

keT, j=1
(4)

0, (1, W)

D. i d,,

Where ~ ¥ is the 11 glement of
jth inout 1k T

the or neural network output for input "k, and 'r
is an index set of training data. The weight parameters

W are adjusted during training, such that the error E
can be reduced. The first step in training is to initialize

the weight parametersW . During training, W s
updated along the negative direction of the gradient of

oE
W=W-n—,
E, as OW  until E becomes small
enough, where M is called the learning rate. If, we use
just one training sample at a time to updateW , then a

per-sample error function Ekis defined as:

£, == { F {1 Wk)-101,)] |

2
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The  determining of the partial derivative

(6 Ek) / [aWi (k)] is considered the contribution of
w' (k)

the back-propagation algorithm, where

W (k)

is any

element in , and adjusted in the direction to

reduce the error E, . The parameter H s a constant that
specifies the update rate.

W' (k+1)=W'(k)-x@E,)/[ow' (k)]
©)

3 ERROR CONCEALMENT FOR IMAGES WITH
SEPERATED LOST BLOCKS

The four adjacent blocks (up, bottom, left and right
blocks) surrounding a damaged block are used as the
inputs of block classification. The proposed EC scheme
uses five MLP predictors, and its corresponding MLP
predictor corrects each of the damage blocks. In the
beginning, the final synaptic weight vector w for each
class is produced by the back propagation learning
algorithm, and is used to construct the MLP network.
Boundary pixels surrounding a damaged block are used
for reconstructing the damage block, as shown in Fig 3.
To conceal errors for the block with different sizes, the
missing pixels within a damaged block are gradually
estimated, from the outside in. By the spatial redundancy
between the intensity values of adjacent samples, the
MLP predictors utilize the boundary pixels surrounding
the damaged block to estimate the outer pixels in the
block. Then, the reconstructed pixels are used to estimate
the inner pixels layer by layer. Finally, the MLP
predictors can iteratively estimate all of the pixels in the
damaged block.

Mean values of ‘ Intensity-Based N MLP Predicror-A | Class A
four sarounding B¢ Block Classificatbon =~ ——
neighboring blocks ‘ (Block Classes) - =
7 MLP PredictorE (s E
Fig. 3. The suucture of damaged block dlassificazion approach

3.1 FILTERING DETALE BLOCKS IN SMOOTH
REGIONS

The detail blocks in smooth regions are those low detail
image blocks. The human visual system is very sensitive
to distortions, especially blocking artifacts, at such
regions. While low-pass filtering can suppress the
blocking artifacts, the computation requirement tends to
be high.

In this paper, error-compensation interpolation defines
“target” values at the four comer locations of a block and
defines the error compensation at the four comer pixels
necessary to achieve the target values. The error
compensation values are then extended to the whole
block by bilinear interpolation and added to the image.
The computation requirement is low because bilinear
interpolation has low complexity and the coefficients can
be pre-computed [16].

e
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3.2 FILTERING DETAIL BLOCKS
FREQUENCY REGIONS
The high detail blocks are those consisting of object
edge and textures with high spatial frequency. The
purpose of the filtering of high detail blocks is to
eliminate the blocking artifacts at the block boundaries
and preserve as much as possible any details of the
texture and object edges. While the human visual system
tends to be less sensitive to distortion in texture regions,
Q@ sitine {[@ distortion at the object edges. An
adaptive’ spatial-varying filter (SVF) is used [13] that
preserves strong object edges and textures but suppresses
the relatively weak edges at block boundaries that
contribute to the blocking artifacts. SVF is a two-step
algorithm combining spatial-variant and spatial invariant
filtering. At first, spatial invariant low-pass filter is used
to obtain a “target” image which is blurred with a
significant amount of noise suppressed. From the target
image, the spatial varying filter is derived.

IN HIGH

4 THE ADOPTED METHODOLOGY

The motivation behind the adopted methodology is to
predict the blocks containing edges with a high accuracy.
Further, to exploit the block textural information to
categorize the input data into a number of classes of
vectors (blocks) based on the block mean or variance as
shown in the "Barbara" pictures in the Figure 4. Two
different formulas to find sample variance. The first is a
definitional formula, and is given by:

=\2
, <« (x=-%)
s —Z—
n-1
) B
Where, S is the sample variance, X is a set of data, X

is the mean value, and " is the number of a given data.
The second formula to find a sample variance is a
computational formula, and is given by:

_Z(x2 —2x>‘<+>‘(2)

n-1

o2 n n
n-1 n-1
,
SZZZX n
n-1
(8)
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(a) (b)
¢ (d)
Fig. 4 Block and variance; a) vaniance to the "Brain® ariginal image, b) block

variance to the doubled image, ¢) block mean to the wint-8 image, and d)
block mean to the doubled image

The medical computed tomography (CT) images almost
are stored and represented digitally; and this facilitates
diagnosis [14]. These blocks have been represented more
clearly with the use of the CT images as shown in the
"Brain" images in the Figure 5. In the meantime, the
estimated matrices’ results of the proposed error
concealment exemplar (ECE) [15-17] were merged with

MK 4

@ F
BrNA

ENFTF

e Sthe "CT image. a)l mean-blocks to the eriginal image, b} mean-blecks to the wint-§

image. snd ¢ mean-blocks to the doybled mnage

The neural network architecture that can be used to
implement a nonlinear vector predictor, including the
MLP, and the radial basis function (RBF) network.
Figure 7 shows the input and output sets establish the
optimal training for the ANN program. This procedure
has been adopted to enhance the quality of the predicted
images in terms of visual perception and the tackling of
concealment areas from any significant artifacts that may
arise after the process of filling-in. At first, the input
image is portioned into non-overlapping blocks of size

Bs =SS pixels, where each block is represented by a

K _dimensional column vector. Let | denote the matrix
of the input image. In this implementation the prediction

I, 12,13, 14

is based on the four past blocks shown in

I, 12,08, 1a 56 the first diagonal
block, block, and

horizontal block, respectively. Ic is the current block.

Figure 6, where

block, vertical second diagonal
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Image Size $x 4
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dara mro classes of vectors
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around each pixel

o

3 No
Obsain an adequate set of [P ANN
and OP from ECE Ref [10) Accounsable?
Yes
$
Define the blodks || Get ANN to exhance the | Results to flil-in

coutaining edges quality of predicted intages Damage-blocks

Fig. 6 Procedure to define peedicted blocks containing

The predictor is a 3-level MLP, as shown in Fig. 7
below. This network has been implemented with 5
inputs, 17 hidden nodes, bias units, and 1 output. The
network, once initialized and operating, adapts at each
time step to minimize the error and in a relatively short
time is able to predict the input.

Hidden Lavens

4x3 4x4 4x3 t Woo g W
n Ir I ] af
Do ol Vemesl Dragonal i .
Block-1 b?k Biack:2 Fy 4
o33 ive - Inpat Layes Outpest
Column Laver
In o I Vectars of v l, .
Hovwenmal E
bk Cunrent tnck tmage Bias Unit

Fag. 7 Three devel MLP Blocks prediction

Given the autocorrelation function of the stationary
random process of the input vector, we can calculate the
error surface, the maximum learning rate, and the
optimum values of the weights as illustrated in the
Figures 8 and 9.

Fig. 8 Exvor surface to the input vectors (P, P2, Ps, and Pi). 2) sum squared
Enor (SSE) against the weights, and b) bias unit against the weights
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5 EXPEREMENTAL RESULTS

The input image is partitioned to a set of training blocks
of 4 x 4 pixels. Training blocks had contained block
mean, block variance, and the directional variances of
the four neighboring blocks. In order to set an unabstruse
correspondence between input and output vectors as well
as better exploitation of generalization properties of the
network, the following aspects must take into
consideration during the training process.

1. Avoid the involving more than different pattern

of the AC coefficients in the block details
during the training period (involving of the AC
coefficients of the horizontal, vertical, and
diagonal direction in the block at the same
time). This will adversely affect the values of
the prediction as well as the quality of the
predicted images (recovered images).
Avoid reconstructing small particulars of
images (highly textured). This will be difficult
to compensate those particulars with significant
information from the neighboring blocks. Fig.
10 shows the synthetic image, which included
the wvirtuous transitions in the vertical,
horizontal, and diagonal direction in the block.
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Certain predicted image result is also given in Fig.
11. The quality of the reconstructed block is
dependent on the luminance levels of the blocks
surrounding the lost block. In addition, the
difference in luminance levels or chrominance
values across an edge dictate how well the
reconstructed block blends into its surroundings.
Thus, the reconstructed image quality is content
dependent (depends on the proportion of corrupt
blocks).

Fig. 11 "Lena" image as an example of prediction.

In general, when feature sizes are smaller than 8 x 8
pixels or are totally covered by the missing line, it will
be impossible to reconstruct the image -correctly.
Therefore, requires a best extraction for vertical and
horizontal image gradients. These gradients are obtained
after changing the magnitude of the threshold, which is
extracted from the histograms of these gradients. To get
the largest number of these gradients, this requires us to
change the boundary match vector angles, as shown in
Fig. 12.

Fig. 12 "Buais” inuge g (¢) The fout
quasters of the "Bram
0% ~ 0%

45"), (e) the horizontad kmagre gradients

348 45*), and () "Drain® image + LPF

In this context, the formulas used for calculating the
block variance @ , and the directional variances (the

direction in vertical, horizontal, diagonal 450, and

GV'GH’O-D45°'

diagonal 135° ) represented as and

o . .
D135 | respectively, and are given as follows:
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r-1r-1
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B, = i=0 . where ¥ is the local
mean, B, =T s a block size, and i (I’ j)
represents the pixels in B,
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, where O is the standard deviation.

The quality of the predicted images refers to the quality
of the edge areas in the concealed image. We used the
calculations of PSNR and MSE to assess the

A

of the images I

2
PSNR = 10 log 222

SE | where mean square error (MSE)

g

MSE = ——
LXK (=
refers to the number of vectors in the test image and K
is the vector dimension. Therefore, the measure of

performance predicted

A

is given by:

quality of the predicted image I versus the original
image |

is the Peak-Signal-to-Noise-Ratio (PSNR),
2
PSNR = 10logso| 222 P
I -1
given by: H H where  both

images use the scale 0—255 The PSNR is computed
for each image in the sequence, and then averaged over
the entire sequence, for assessment of the overall
detecting quality.

Three 512 x 512 images for training the neural network
were used.

The input image is partitioned to a set of training blocks
of 4 x 4 pixels. Training blocks had contained block
mean, block variance, and the directional variances of
the four neighboring blocks. Some simulated
performance is listed in Table 1. Fig.13 shows the
corrupted image Lena and the corresponding images
predicted by our proposed neural network vector
predictor. It can be observed that the concealment area is
satisfactory, being the overall appearance of the image
quite natural. Moreover, it can be noticed that the area of
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concealment had been devoid of any blurring and
blockinees artifacts.

The performance of the proposed neural network vector
predictor lies in the quality of the edge areas in the
predicted image. "Barbara" image was used in training.
Fig. 14 shows simulation sketches of the prediction error
(MSE) against the number of Epochs with a different
number of hidden units

Table 1 The calculating of MSE and PSNR for both
vertical and horizontal image gradients after changing
the boundary matches vector angles, and the magnitude
of the threshold.

Thesa &=0 I
Teshedd
MSE-VG
MSEHG |
PSNR-VG | 3
PSNR-HG | 3

10%

8| . L
21 Execution Time

c)
I
}?J

(e) (£)

@)
Fig. 13 "Lena” predicted bmages. (a) Corrupred Image. (b)
Concealing patch-1 (c) Concealing patch-2 (d) Concealing parch-3
(e) Concealing patch-4. (d) Final Concealed image

ARE ERROR (WsE

Fig. 14 Performance of MLP with a different number of hidden units (MSE
against the number of Epochs) "Barbara” image was used in training

6 CONCLUSIONS

In this paper, we have presented a neural network vector
predictor technique for the reconstruction of lost blocks
in digital images. The proposed technique used to have
improved performance, specifically to predict the blocks
that contain edges with high accuracy. Furthermore, the
neural network predictor exploited for improving the
predictive component of an efficient EC exemplar
proposed in [10]. Hence, high-quality image can be
properly guaranteed. The proposed EC exemplar was
tested on several images, in order to confirm the ability
of the predictor to learn different patterns. Thus resulting
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in a visually better image. The loss of different damage
areas at the geometric information was compensated
with minimal blurring and blockiness artifacts to
maintain the visual perception improvement.

Further, the block textural information was exploited to
categorize the input data into a number of vectors
(blocks). The categorizing of these blocks were based on
the edge orientation in a given image block. For
example, block variance and the directional variances of
the four neighboring blocks. This greatly facilitated the
reconstructing of the strong diagonal edges. The method
provides very good reconstruction quality for
combinations of lost blocks. In this context, a best
extraction for the vertical and horizontal image gradients
were achieved. The largest number of these gradients
was obtained after changing both the magnitude of the
threshold, which were extracted from histograms of
those gradients, and the boundary match vector angles.
The performance of the predicted images was also
significantly improved, in terms of loss concealment and
artifacts, especially those associated with edges.
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ABSTRACT

Computer-driven Global Climate Models (GCMs) are the primary tools used today in
climate change research. These models require supercomputing facilities and skilled
programmers to run. On other hand simple climate models which can be run on PC
computers are widely used to investigate variety of climate components. In this research a
simple one-dimensional climate model was used to investigate the effects of some
atmospheric parameters on global temperature of Earth. The results indicted that polward
heat flux is an important factor in the climate of earth and it is sensitive to the change in
the diffusivity (transfer of heat flux) and Hadley cell. Simulation showed that a change of
the incoming solar radiation by 0.1 of its current value would make the entire Earth free of
Ice. The results illustrated that the tropics and subtropics areas of Earth are less effected by
changing the longwave radiation and polar regions are the most affected regions by this
change.
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1-INTRODUCTION

Climate models use quantitative methods to simulate the
interactions of the atmosphere, oceans, land surface, and
ice. They are used for a variety of purposes from study
of the dynamics of the weather and climate system to
projections of future climate. All climate models
balance, or very nearly balance, incoming energy as
short wave solar radiation (visible and ultraviolet) to the
earth with outgoing energy as long wave (infrared) solar
radiation from the earth. Any imbalance results in a
change in the average temperature of the earth [1].
There have been major advances in the development and
use of models over the last 20 years and the current
models give us a reliable guide to the direction of future
climate change. Computer models can't predict the future
exactly, due to the large number of uncertainties
involved [2]. The models are based mainly on the laws
of physics, but also empirical techniques which use, for
example, studies of detailed processes involved in cloud
formation. The most sophisticated computer models
simulate the entire climate system. As well as linking the
atmosphere and ocean, they also capture the interactions
between the various elements, such as ice and land [3].

Computer-driven Global Climate Models (GCMs) are
the primary tools used today in climate change research.
Until now, however, they have been little more than a
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“black box” to most people. In science, computing, and
engineering, a black box is a device, system or object
which can be viewed in terms of its inputs and outputs
(or transfer characteristics), without any knowledge of its
internal  workings. GCMs, typically  require
supercomputing facilities and skilled programmers to
run. The resulting lack of familiarity with climate
modeling techniques has often engendered public
distrust of important scientific findings based on such
methodologies [4]. Simple climate models which are
based on the Globally Resolved Energy Balance (GREB)
model simulate most of the main physical processes in
the climate system in a very simplistic way and therefore
allows very fast and simple climate model simulations
on a normal PC computer [5]. The GREB models were
used by many researchers to explore the sensitivity of
climatic factors on the global temperature of the earth,
among most recent works was reported by [6][7][8] [9]
and [10].The aim of this research is to employ a simple
one-dimensional climate model to investigate the
effects of some atmospheric parameters on global
climate of earth.

Simple One-Dimensional Climate Model
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A simple one-dimensional climate model calculates
temperature as a function of latitude. The model uses the
one-dimensional steady state energy balance equation,
and assumes that the energy transport by the atmosphere
and ocean acts diffusively (energy flux proportional to
temperature gradient) [11]:

Q1 —a(Ms(x) =1- ;—x [D(1 - xZ)])Z—i
@

where Q is the global average shortwave radiation at the
top of the atmosphere, «a is the albedo, s is latitudinal
form of solar radiation, D is diffusivity (transfer of heat
flux), and T is the temperature .Throughout, x is defined
as the sine of latitude, which is a convenient variable for
energy balance calculations on the surface of a sphere (it
succinctly takes into account the fact that latitude circles
become smaller near the pole. Sin (lat) is the fractional
area equatorward of that latitude). The model computes
the output fields as a function of degrees latitude.

In equation (1) solar radiation (and the effect of albedo
to reflect away solar radiation) is on the left-hand side of
the equation, and outgoing longwave radiation
(parameterized as a linear function of temperature,
I=A+BT) and diffusive energy transport are on the right-
hand side. The standard set of parameters and functions
for the model are listed in table (1).

Table (1) Standard set of the model's parameters
Parameter [ Symbol Value
Global average shoetwave radiation at the top of 385 W
Q
e armosphiere
Outgoimg kmgraye radsation at 0 Celsius | A 5.3 Win®
Increase in outgoing longwave radiation per 09 W *C
degree B
temperniure increase
D

Albedo

This is a second order, ordinary differential equation for
the annual-mean temperature as a function of latitude,
given a specified distribution of forcing (i.e., the solar
radiation). There are three terms in the energy balance.
The net absorbed shortwave (solar) radiation, the net
outgoing longwave (terrestrial) radiation, and the
convergence of the poleward heat flux due to
atmospheric and oceanic circulations transporting heat
from hot places to cold places. At each latitude, and in
the annual mean, a balance must be achieved among
these three terms.

Lastly the climate model includes an albedo feedback.
The albedo is specified as a function of temperature. If
T <-10 °C, then a= 0.6, and if T >=-10 °C, then a=
0.3. Thus for cold annual mean temperatures snow is
assumed to be on the ground and reflectivity is high. For
warm temperatures the surface is ice-free, and the
ground is consequently darker.

Lindzen and Farrell (1977) [12] suggested that since the
Hadley Cell was more effective at redistributing heat
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than extratropical weather systems, D should vary with
latitude (i.e. D = D(x)). They suggested using a larger
value of D within the tropics. This can be crudely
represented by increasing D by a factor of 10
(equatorwards of about 30°). An implementation that
will achieve this is the following:

X

D = 0.45[1 +9exp [_ (sin30°>6]
)

Results and Discussion

A numerical code was developed to solve the equation
and spits out the annual mean temperature as a function
of latitude, and also each of the three terms in the energy
balance. Figure (1) shows the output of the model for the
standard set of parameters and functions. The
temperature profile decreases gradually from the equator
towards the north and south poles. The poleward heat
flux increases gradually from zero at the equator to reach
the peak at latitudes 36° in the northern hemisphere and -
36° in the southern hemisphere and the decreases
gradually towards the north and south poles. The energy
balance terms includes upwards shortwave radiation,
downwards longwave radiation, and the divergence of
flux. The shortwave and longwave radiations have their
highest values at the equator and then gradually
decreases towards the poles. Downwards shortwave
radiation is higher than upwards longwave radiation for
regions lie between 40 °N and 40 °S. Above these
latitudes earth receives less shortwave radiation.
Consequently, the divergence of flux is negative in areas

Fagure (1) The output of the medel for the standard vet of parsmeters and functions

The parameters and functions of the first from of the
Energy Balance climate model were changed from the
standard set of parameters and functions to investigate
their effects on climate.

a) The Effect of Diffusivity

The diffusivity term (D) of the model equation was
changed for the following values 0.88, 0.22, and 8.00.
The results of the model are shown in figures (2) and (3).
The results indicate that increasing the diffusivity would
increase the temperature in the polar and sub-polar
regions and decrease it in the tropics and subtropics
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regions. This is due to the increase in the polward heat
flux. In other words the transport of more heat towards
the pole makes heat less available for the tropics and
subtropics areas and hence lowering the temperature. It
is evident from the results that increasing to a very large
value (8.00) would cause the earth to have a uniform
temperature of about 10 °C. As seen in figure (3) the
short wave radiation is not affected by the change in
diffusivity. The is expected since shortwave radiation is
received by Earth from outer space. The longwave
radiation is increased in polar and subpolar regions and
decreases in the tropics and subtropics regions when the
diffusivity is doubled (i.e. D=0.88 compared to D=0.44)
as a consequence of the temperature increase/decrease.
The opposite effects would occur if D is changed to 0.22.
Large value of D make earth to emit almost constant
longwave radiation. The behavior of the divergence of
the flux is similar to that of the longwave radiation.

b) The Effect of Increasing Solar Radiation

The sun’s luminosity is not constant in time. It has been
gradually increasing. Models of solar evolution suggest
that the sun’s intensity (i.e. Q) has increased by roughly
10% over the last 10° years. Assuming that this trend is
linear and will continue, one may explore the effect of
this increase. To do this in the model, a ratio of Q/Q, is
introduced and this ratio is equal to 1 if no change in
solar radiation received by the Earth is assumed. To
investigate the effect of changing the solar radiation, a
1.05, 1.1, and 0.9 values were assumed for Q/Q,. The
results for these cases are illustrated in figures (4) and
(5). As seen in figure (4) and expected,
increasing/decreasing solar radiation would
increase/decrease the temperature profile of Earth. But it
is interesting to find that if the ratio Q/Q, is increased
by 0.1 the Earth will become ice fee, i.e the temperature
is above 0 °C all part of Earth. Oppositely, decreasing
the ratio by 0.1 makes the entire Earth covered with ice,
temperature is below 0 °C all over the Earth. Figure (5)
show the effect of changing the ratio Q/Q, on the energy
balance terms. It is seen that increasing Q/Q, will
increase the shortwave and longwave fluxes but
relatively small amounts while the decrease in this ratio
makes a substantial decreases in the shortwave and
longwave fluxes.

¢) The Effect of Changing Longwave Radiation
Alternative sets of longwave parameters have sometimes
been used. For example A =211.2 W m Zand B = 1.55
W m2°C™. These values were used in the model and
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compared with standard set of A and B. The results are
shown in figures (6) and (7). It is clear that changing A
and B make very small effects on the temperature profile
for the tropical areas but the effects becomes larger as
one moves towards the poles. Changing A and B will
affect the poleward heat flux in the subtropics and
subpolar regions. Figure (7) illustrates the effects of
changing longwave radiation on the energy balance
terms. It is seen that the alternative set of A and B gives
lower longwave radiation than the standard values of A
and B.

d) The Spatial Variations in Diffusivity
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The Hadley Cell is an up-down/north-south tropospheric
circulation in the atmosphere which operates in the
tropics (from the equator to about 30 °N/S). Very
basically, it takes the intensely heated air at the surface
near the equator, lifts it and spreads it poleward at the
tropopause. Once the air aloft reaches about 30°, it sinks
back toward the surface. After it reaches the surface, the
air returns toward the equator, completing the circuit.
The Hadley Cell helps to transport heat from the tropics
to the polar regions. Implementing equation (2) in the
model and compared with the standard case (no Hadley
simulation gives the results shown in figures (8) and (9).
From figure (8) it is seen that a large amount of heat flux
is transported to the regions of 300 N/S then this amount
decreases sharply beyond 30°. This makes a small
reduction in the temperature profile in the tropics
subtropics and an increase in the subpolar and polar
regions. Figure (9) shows that shortwave radiation is not
affected by the Hadley simulation while the longwave
radiation is reduced in the tropics and increase in the
polar regions.

Figue (8) Temperaee
heat flex ve
foe stasdand 521 and Hadley
effest

Conclusions

In this research a simple one-dimensional climate model
was employed to investigate the effects of some
atmospheric parameters on global climate of earth. The
main concluding remarks are that: polward heat flux
plays an important role in the climate of earth and it is
sensitive to the change in the diffusivity and Hadley cell;
Solar radiation is the major parameter in determining the
global temperature of Earth, simulation showed that a
change of the incoming solar radiation by 0.1 of its
current value would make the entire Earth free of Ice;
For upward longwave radiation, it was found that the
tropics and subtropics are less effected by changing the
longwave radiation and polar regions are the most
affected regions by this change.
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ABSTRACT

Clouds plays an important role in the water cycle and atmosphere then in the Earth's
climate system. Therefore it is very important to understand their physical and dynamical
properties. In this research a simple single drop model was developed to investigate the
role of certain parameters in the formation process of rain drops. The results showed
stronger updraft causes higher and longer cloud drop trajectories and therefore higher
terminal speeds and larger cloud drops. The results indicated that small initial cloud
droplets grow faster than larger droplets and producing larger raindrops. It was also found
that large liquid water content provides more water and therefore cloud droplets grow
faster and larger in a relatively shorter time.

-

Aadal)

o8 oedll e ANy am Y] 5,80 Pl Aahiey geall ORI 3 oLl 550 of Legn o3 pll ol
i phial ans 33 a2 53 sk o g 5yl 3yl skt 3 Candl 138 3 ASaebisall g 400 3l Lpaailiad
kel AL sha g Alle il jlane cannd 332l salaall ) ol gl i lad) el L (58 dulee
5 5yl LG il el s ) s 8 5 a gt il alle s e s L 5 58]
S ele a5 Jilall el (g sinall 35Sl el Gl an s LS S Hlae <l phad ity 8 Sl (ga g el JS5

s ol i 5 iy s S5 p pml sl o gl i ulad i L

1-INTRODUCTION

Cloud modeling is a very useful tool for investigating
and understanding the thermodynamically and
microphysical processes that take place inside the cloud.
Cloud models are characterized according to their
complexity and dimensionality. The simplest models
include cloud parcel model, cloud bulk model, and cloud
drop model. Complex models which involve
parameterization are mainly used with General
Circulation Models [1]. The dimensionality of cloud
model includes one, two, and three dimension model. In
one dimension model the vertical development of cloud
is considered and can be time dependent or independent.
Two and three dimensions model consider the horizontal
dimensions [2]. Among early simple models are those
developed by some researchers [3-7]. Al-Jumaily et al.,
[8] developed an operational one-dimensional cloud
model to investigate the effects force lifting and
entrainment on cloud development. Abdul Rahman [9]
developed a two dimensional model to study the
convection processes within cloud. Abdul Wahab [10]
studied the role of updraft and surface temperature in the
warm cloud processes. The aim of this research is to
develop a single drop model for investigating the effects
of updraft, initial radius of cloud droplet, and liquid
water content on the formation of rain.

The Model

This project can be considered a simple model of falling
cloud drops. Drops grow by the -collision, and
coalescence process within the cloud boundaries. In
addition, the drops grow by condensation or evaporates

by running the model that is based on the relative
humidity. The model depends on cloud microphysics
principles. Furthermore, it is a "simplified" model due to
many assumptions or limitations that imposed on the
model by either programming or physics ability.

a) Developing the Model
The equation of drops growth (or drop shrinkage by
evaporation) can be given as follows [11]

a b
LR _ (s-1-7+%)
dt F, + Fy
By supposing that droplet radius is sufficiently large,- a/

R and - b/R? terms are negligible compared to S — 1, so
equation (1) will be:

dR _(5—1) -

dt F,+F,
By integrating, this equation will be:
R(t) =+ R: — 2t @)
where & = (S — 1)/(Fy + F;). R(t) represents the drop
radius as a function of time, and R, represents the initial
drop radius. The ambient saturation ratio, S is the ratio of

drop vapor pressure compared to the saturation vapor
pressure at some distance

108



Al- Mustansiriyah J. Sci., Vol. 27, No 1, 2016

e

§=—
€s(T)w (4)

es (T) for water is calculated within 1% over the
temperature range —30 °C < T < +35 °C by using
the following the empirical formula

) (5)

() = 6112 ( 17.67T
e = . e ———
s P\T ¥ 2435

and e is calculated from the following equation of state

e = p,R,T ()

where p,, represents the vapor density, R, represents the
specific gas constant for water vapor (461.5 ] kg™ K~1)
and T represents the absolute temperature.

The term (F, + F,) is defined by using equations:

— (L _q\Let

F. = (R,JT 1) ET )
_ PIRT

Fd - Deg(T) (E)

Calculating this term requires information of the latent
heat of condensation L, the coefficient of thermal
conductivity of air K, and the coefficient of diffusion of
water vapor in air D.

The primary mechanism for drop growth is collision and
coalescence. Simply large drops fall faster than smaller
drops and they acquire a portion of the smaller drops

along their path. This process is expressed
mathematically by equation:

dR EM (R}

—_— =—1u

where E is the collision efficiency of the large drop
falling relative to smaller droplets, M is the liquid water
content, u(R) is the terminal fall speed of the large drop,
and p; is the density of water. Tables for the collisions
efficiency as a function of large drop radius and small
drop and for the terminal fall speed are given by [11].
b) Model Assumptions
The following assumptions were used to simplify the
model:
e Cloud drops are pure water
Cloud drops are perfect spheres
All ambient cloud droplets are uniformly10 um
Terminal fall speed solutions are too high for
small drops
Terminal speeds are reached instantaneously
Collision efficiency is estimated above a radius
of 3mm
Temperature is fixed at 10 °C
Atmospheric pressure is selectable, but constant
for the whole model height
Saturation vapor pressure is obtained from an empirical
formula
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RESULTS and DISCUSSION

The model discussed in the previous subsection was
employed to study the effects of updraft, initial radius,
and cloud liquid water content on the growth of cloud
drop. The simulations were carried out by assuming all
the model input parameters constant and changing only
the parameter under investigation.

a) The effect of updraft
Three different values of updraft were used (0.1, 0.25,
and 0.5 m/s). The results for this simulation is given in
Figure (1). It is seen that the updraft affects all
parameters under investigation. Higher updraft causes
higher and longer cloud drop trajectories
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Figure (1): Cloud drop trajectory, radius, and fall speed
as a function of time for different updrafts.

and therefore higher terminal speeds and larger cloud
drops. It is seen that the updraft does not affect the
droplet growth and its fall speed since they are constant
along the trajectory. The growth of the drop and the
increase of the terminal speed in this case are due to the
change in trajectory but not the updraft. As seen in this
Figure the final drop radius and terminal speed for each
updraft are summarized in Table (1).

Table (1): Final drop radius and terminal speed of cloud

drop for different updrafts.
Updraft (m's) Fimal drop radins (mm)
010

0.065

Terminal speed (us)
1.63
1.96

0160 X 153

02 0095

0.50

b) The effect of initial drop radius
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Figure (2) shows the results of the model runs for initial
drop radius of 0.02, 0.04, and 0.06 mm. It is notable that
initial drop radius plays an important role in the growth
process of cloud drop. Small drops have longer
trajectory within the cloud than larger drops but grows in
a smaller rate at the beginning and then start to grow
faster when it
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Figure (2): Cloud drop trajectory, radius, and fall speed
as a function of time for three different initial cloud drop
radius.

reach a medium size (about 0.04 mm). Drops of medium
and large initial radii start to grow fast instantly. It is also
noted effect of the initial drop radius of the growth of the
starts to be smaller for large initial radii. The results also
reflects the fact that very smaller drops grow faster than
bigger drops. The profile of the fall speed is similar to
that of the initial radius. Table (2) summarizes the final
drop radius and terminal speed for each initial drop
radius.

Table (2): Final drop radius and terminal speed of cloud
drop for different initial drop radii.

Imitial drop tadius

Fimal drop radius (mm) Terminal speed (m's)
0.160 2,54
0307 <0
0128 227

004

006

¢) The effect cloud liquid water content

Figure (3) shows the results of the model runs for cloud
liquid water content of 1.0, 1.5, and 2.0 g/*. These results
indicate that the cloud liquid water content is the most
important factor affecting the growth of cloud drops.
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Figure (3): Cloud drop trajectory, radius, and fall speed
as a function of time for three different liquid water
content.

The increase of the liquid water content in the cloud
provides more water vapor needed for the cloud drop to
grow faster and larger and therefore increase the fall
speed and shorten its trajectory within the cloud. Table
(3) gives the final drop radius and terminal speed for
each case liquid water content. It is seen that for liquid
water content of 1.0 g/m®, the drop moves upward by the
updraft to reach a maximum height (965 m) during 700 s
and then gradually descending and reach the surface in
1350 s from its initial movement. As the drop ascends
within the cloud it grows slowly by condensation and
collision and its radius becomes 0.04 mm at the
maximum height of its trajectory. After that, the drop
starts to fall toward the ground and grow in a faster rate
by collision process until reaching its terminal speed at
1104 s, the drop radius at this stage is 0.16 mm and its
height is just at the cloud base no further growing is
taking place. It hits the ground at 1350 s. The profile of
the fall speed is very similar to the profile of the drop
growth. It starts from zero and reaching the terminal
value at 1104 s.

Table (3): Final drop radius and terminal speed of cloud
drop for different initial drop radii.

Isitiad liguid water
content (§ m?)

10 0160

0194

Final drop radius (mm) Tenuinal speed (u's)

KT
180
022 300
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CONCLUSIONS

In this work a simple model of a falling warm cloud drop
was developed to investigate the effects of updraft,
initial radius of cloud droplet, and liquid water content.
It was concluded that higher updraft causes higher and
longer cloud drop trajectories and therefore higher
terminal speeds and larger cloud drops. It was found that
initial drop radius plays an important role in the growth
process of cloud drop. Small drops have longer
trajectory within the cloud than larger drops but grows in
a smaller rate at the beginning and then start to grow
faster when it reach a medium size (about 0.04 mm).
From the results it was concluded that the cloud liquid
water content is the most important factor affecting the
growth of cloud drops. The increase of the liquid water
content in the cloud provides more water vapor needed
for the cloud drop to grow faster and larger and therefore
increase the fall speed and shorten its trajectory within
the cloud.
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ABSTRACT

Pots experiment was conducted during the growing season of 2013 — 2014 to study the
effect three concentration 0,25,50 mg.L-1 of Salicylic acid ( SA) and three concentration
0,100,200 mg .L-1 of Gibberellic acid ( GA3) and their interaction in vegetative and
flowering growth and content of oil of Matricaria chamomile L., The experiment was
accomplished as a randomized complete block design ( RCBD ) with three replicate ,
The means were compared according Least Significant Difference test (LSD ) at 0.05 .
The result indicated a significant increase on plant height , number of branches , dry
weight of plant , number of inflorescence , dry weight of flower and content oil
percentage of flowers while flowering date were decreased with increased salicylic and
gibberellic acid concentration and their interaction in comparision with the control plants

. The highest rates of all parameters measure were
and GA3 at 100 mg.L-1 .

obtained by using SA at 50 mg.L-1
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ABSTRACT

Articleinfo.

The study was conducted at Baquba hospital education in Diyala province during the
time confined from 1/10/2014 to 1/7/2015 and this study included two groups, the
patients consist of 70 patients who are lying in the lobby of the Hospital burns,
33(47.14%) females and 37 (52.85%) males, and this group is distributed in three age
groups 40(57.14%) 1-20 year, 25 (35.71%) of 21-40 year and 5 (7.14%) of 41-60 year.
The control group of people who did not suffer from any medical condition, consisted of
10 people included 5 (50%) females and 5 males (50%), and distributed to the same age
groups above. In this study ,the level of cytokines was measured by ELISA technique
.The results showed great differences in the IL-2 level male patients (30.16 pg/ml)
compared to a control group of males by an average of (29.66 pg/ml). While IL-6 results
showed significant differences in female patients with range (63.39 pg/ml) and male
(66.47 pg/ml) compared to the control group females (2.48 pg/ml) and males (22.80
pg/ml). Moreover cytokines showed significant differences between the three age groups
for persons with burns in comparison with the control group. In conclusion the result of
present study showed significant difference in level of some cutokines IL-2,1L-6 for
patients with burns.
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ABSTRACT

Glycomacropeptide (GMP) is a part of K -Casein which is released in whey during
cheese making by the action of chymosin, it's an important whey protein because of the
physiological activities role, it's ability to stimulate the growth of Probiotics bacteria,
inhibition of bacterial and viral adhesion, its ability to bind Vibrio cholera toxin and
E.coli enterotoxins. The aim of this study was to evaluate protective effects of GMP
isolated from sheep milk cheese whey towards enterotoxins of pathogenic E.coli
bacteria. In the beginning, mice given intraperitoneally different concentrations of GMP
which isolated by precipitation with trichloroacetic acid and purified by gel filtration
chromatography. After 6 hours, mice given Intraperitoneally (LDsy) of
Lipopolysaccharide (LPS) from E.coli of dose (0.25 pg/ ml), recorded mortality after 24
hours. The results showed the ability of GMP from sheep milk cheese whey to reduce the
mortality rate and protect mice from diarrhea caused by E.coli enterotoxins, after being
injected with different concent.of GMP.
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ABSTRACT

FEGRVAN L
Articleinfo.

Dry imported bakery yeasts that are available in locally markets were used to obtain
isolates of the yeast Saccharomyces cerevisiae , Which included all of AY isolate from
Angel yeast (Chinese origin ), MY isolate from Magestic yeast (Chinese origin ),PY
isolate from Packmaya yeast (Turkish origin ) and LY isolate from Altunsa yeast
(Turkish origin ). Screening of yeast isolates filtrates to selected more efficient isolate to
producing inhibitors proteins by using well diffusion method to determine the impact of
this these substances towards P. aeruginosa biofilm producer under study , concentrated
filtrates of the S. cerevisiae AY (one and two folds) was showed inhibitory effect against
P. aeruginosa biofilm producer with average diameters (15.5, 20.4)mm respectively .
purification step for inhibitors proteins included use of ammonium sulfate 30-70%
saturated to precipitate the proteins that are found in the growth medium for the S.
cerevisiae AY isolate ,the MICs of partial purified inhibitory protein showed inhibitory
effect against bacterial growth at concentration (64)mg/ml ,partial purified inhibitory
protein showed different effect on P. aeruginosa biofilm formation , the isolate was
more sensitive to partial purified inhibitory protein (Ps33) and the less sensitive was
(Ps68).
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ABSTRACT

This study was conducted to determine the effect of nanoscale copper particles (CuNPs)
on sperm standards and weights of each of the testes and epididymis for white male's
mice. Animals were orally administration with 100 mg/kg of CuNPs for 7, 14, 21 days «
and then animals was dissected in the next day after the end of the dosing period and
took them testes and epididymis (head and tail) to study the percentage of sperm vitality
and sperm abnormality and calculate the concentration of sperm. The results showed
significantly (p<0.05) decrease in the percentage of sperm viability and the average
concentration and significantly (p<0.05) increased in the percentage of sperms
abnormalities. While the weight of testes and tunica albuginea showed significantly
(p<0.05) decrease compare to control groups. The epididymis weight exhibited
significantly (p<0.05) decrease in the average of epididymis head for 3 periods. Whereas
the epididymis tail showed significantly (p<0.05) decrease for 7 and 21 days. On this
basis, this study has shown for the first time that CUNPs have a negative impact on the
effectiveness and activity of the male reproductive system in albino mice.
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ABSTRACT
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The present study was conducted on 40 men at specialst center for Endocrine and
Diabetic diseases and in Al- kindey hospital Baghdad province.The subjects were
divided into groups first one(hypothyroid 20)patients and second group;control 20
individuals.Their ages ranged 20-60 years.TSH level(45.07£3.63 mu/l)increased
significantly (p<0.05) in hypothyroid in comparison with control (2.62+ 0.29);T4
significantly decreased( p<0.05) 51.65+3.48nmol/l in comparison with control (2.62+
0.29).T3 values (1.484 0.13;1.62+0.12) nmol/l were not significant in both groups
respectively.Testosterone value 1.31+0.09ng/ml decreased significantly (p<0.05) in
hypothyroid group in comparsion with control 5.55+0.39.LH 8.89+1.31 and FSH
27.01 +£3.33 miuw/ml increased significantly (p<0.05) in hypothyroid group in
comparison with control (6.58+0.52);(3.71+0.35) respectively. We concluded from our
study that overt hypothyroidism which characterized by elevated TSH leading to an
increase in the levels of LH&FSH that affecting on fertility in hypothyroid men.

-

Aadial)

Androgen binding e ¢ 1 (i LA 8 3 i
sl ¢y a5 (39 s giuil) ae Jasi 1 6205 protein  ,ABP
G5 O s i sl Jiay s [7] g4 WA e dasy 3 5(LH)
o o= oM 5(LH) A Alaial ¥ LIS (e iiall i )
05 3 Cpaball (55 Aglae 3 Lags my (52 5 ball A8 il
e Aailaall NS y(elai) o 555 8 G s HaaFSH 5 (o5 i sinsl
ez LA e i3t 485l aad) s sa O LS alall (S
A8l Baadl i gaya COLELA aa) 5T LS [8] Ledilla 55 La S us
Lo T3 ol 2y Mgy (el 4B Cilyaill Jads g5 s LA B
dyasnll LA (e 58y LA (58 5 [9]dhiinnall 0dgy 5 5o
i) adais L) LaS Lginy o5 LA cpaloall (2 il ) )
LH e 3315 e Jens T3 gl [11] Sl 2815, [10]cseles)
LS 7Y LSa)(Steroidogenesis) <l s il o s Sidlee 8
OSaal) (e (g3l 5 05 s gl (S il it A T3 ol Jas sl
e Al Baall i e pa Jaad AN [12]z Y LIS o il dais
D305 ZLEY 2V UDA jaiad ] HeDiie a0V LA slac) 33y
250 (Al zaV LA e adailaal (g5 puall (5 e sl
Baall ) saal Jany [13] A s LIS 5 z20Y LA (ailla 5 aplais
ol b il giae Slaal e £ S JE ) SAN 8 Y A8
~15] Jams IS [14] FSH 5 LH (sa 8 (s s5imse b glis)) leY)

21

oo Ll 3180 a5 5 elanall 3aad) Slea (g le o Agdyall 522 a3
(Hypothalamic-4gal — alaill — algall uat Hgaa 3ok
(Thyroid TRHJ_,-43 | pituitary-thyroid — axis;HPT)
(Thyroid stimulating s steal) uai ¢« releasing hormone)
=B o2 Aalaill 3a sl sl 4= dll y<hormone) TSH
st ), DA Hal) sa &l A DUl LDlal) 8 4l e
:\Tyé)ﬂ\ saad k—\LJ)A)A ALIL..)}:\.AM g;.—ﬂ k_l\).;\aﬂ\ uLJL;)J [1]T3}T4
e 5ALR 5 5y Saall Jalpall b el iy SILSE e i
Clisa 2 Q)&LML;\}J&J}M\EQ&J%@M\ C)m.\n
(Neonatal) Sl Jalyall A ol yall g Gl aad JPLEREA]
Ll 5€ 5l e Jany gModothyronine  deiodinase
e gl o8l (ad 8o AdlAal An i) 8 38 jall aal) il ga e
3l T3 gmen Fas [5-4] Ll 5 a g dinall s sl
TS S g el
Lo shai s dpadll gad IR (55 s WA IS5 B (Major signal)
Juan3 31 [6] & sl Al ya 8 5 500 LS maalans Ao il il
Laalse IR (5 Cpn g2V el cpalall Ll e adll
Aalaill 3aall L) =dll (Gonadotropins) sl s ge el
LA e 3 dle dany (5315 (FSH) o) seoedl Jais Al




2016 ¢1 339 27 dlae &y aiiond o 5le dlas

1.62 ) smaill e sena b (P>0.05))hrsine ) ki 4l (Nmol/L)
(1,48 % 0.13) s skl 5 (£ 0.12

G50, Qi giadl) (b Gl giuns G (2) adu doa

s, (LH) Asslh
A Al Baid) ) g (SIS gmada (2 SE ) (FSH) s A
B bl g

FSH(mIU/ml) | LH(mIU/ml) | Testosterone(ng/ml) e

658 x0.52b [3.71+0.35b S55:0.39a Vsl

2701=3.33a |880+131a] 131200906 R R
6,827 * 2,762 0.821° LSD, o2&
3
* (P<0.05).

Db de sana (b (NG/MI) 05 rins sincdl) a5 sinan dd]
Yo hardl de sane ae 45 lie (P<0.05)b sixe (1.31 % 0.09) 4l
e gana B (MIU/MI) Giis O sa el 5 5isa i)l (5.55 +0.39
& 4 )8ally (P<0.05) Lisins (8.89£1.31) 4ol sasll b
(FSH) mad) Oseedl 36k1,(3.71£0.35) 3 kel ic gans
L gina I_GUJJ‘ Ia_ﬁﬁ.\l Baall J)_Ag a_c}m H (mlU/ml)

i cgeamd5)50(27.01£3.33) Jr=ay(P<0.05)
(6.580.52) ksl
g el plaall (1) BLSY) Jalas mlags (3) o Jgsa
e ATl s e | Sed Jea i
e -0.77 TSH & Testosterone
NS -0.02 T3 & Testosterone
»y 0.72 T4 & Testosterone
o 0.61 TSH& FSH
NS -0.06 T3I& FSH
o -0.66 T4 & FSH
e 0.46 TSH& LH
NS -0.17 TI&LH
e ~0.49 T4 & LH
# (P<0.01) * (P<0.05)

Osa0n sTSH ¢sa o (-0.77) Zalbad) 28Mal) (3)a8 ) Jsaall G
T4 a5 Osin siadill s (0.72) %0 sall A8l 5y sl
251 GG e e 58 LS5 (P<0.01) 4 sina (5 el

L
& - s -
*
s e *
4 * —
-
T * F
it .
Fa - S =
11
i
] 5 1 1.5 2 25
Testosterone

Testosterone Gsa s TSH Gsa0p O 48Mall (1) ab, JSi

10
100 *
)
* 0w
] * ¥
'-U] LINLE
-
n
n - - ' B 1
0 0.5 1 1.5 ? 2.5
Testosterone

Testosterone Gisass 3 T4 Osan G A8l (2) a8 Jsd

22

c A cligiue Heehs ol LH, FSH Glhsiue Aleli)) [16
Ot il il ghsa (A Rl Jgean () e Sl jd Cinia )
L[17] ,[15] sonadl canis(Overt) (ladl 48,0 3aall ) 5uad &
O sl () 50 o Dl siase (8 uad Jpean p2e [18] Jawws Lain
2285 Lo A dlan 100 sl (1o saaills Lima Ly 30 36 4
Sl g pel) Al e e g il Al jall bda & A @
4ol 82zl ) suld am ye (B (s sl 5 (LH&FSH Aol
i Sl 8 Asal) sl e 2l sasl g 805 AL
) A, 8381 ) gy Cpbiadl)

Materials and Methods -:Jeadl (3l kg 2 gall

A8, 522l ) sealty Galiaall (g0 Ja ) 20 e Al Al all cy sl
6 Sl 5l 33l (zml yeY i) 38 5all ) gl ey
abiall aliall ol z3las Cun 5k Ja ) Gl e X
Jw 5 lakay 3 havall g 408 Hall 32zl ) sy cpulbiadll e (Fasting)
S iy AR A g e IS Adiae il (B Ciaiia g g padd S (e
o sy 5 ol o o Bl JLS) i ) G 5 52 3l
paldinl o5 318 10 32 5 5000rpm e s 3< all 3kl Slea
RS -L-Aaj (Eppendroff)iala canlil 8 a5 a2l Jucae
‘;ELAAY\ Jalsill g yal ol Ale 4030 Gilia gaal) ;\‘);i ol =20
Al el se

Hormonal assay-: < sa gl 581 53 b
O Gla il g A8 jall a2l ld e ya Gl -]
Al ) s—a el 5 T3 (s RS2 53l (8 55T a5 AN
Juexinys Vidas A&k alainl Juadl TSH 48 Al
J—a O 0 —gaall 5 (Kits)Ai—alall 32l
A dll(Biomerieaux)is &
Normal values for hormones: < sa gl 4kl al)
TSH=0.25-5.2 mu/L , T4=60 — 120 nmol/L ,
T3=0.4 - 2.3 nmol/L
Osaoell 38 55 Gul: (Testosterone )os i sidll () 5o 3-2
Jeall Al Aadli: Accu-Bind Kits 4 sk ddabas s Juaally
2.5-10.0 ml/ng:
)—*5)4 b :(Luteinizing hormone) i - ¢ s sell- 3
& by a el
0.7 — 7.4 mlu/ml: Jasll &kl Ladll Accu —Kits Bind
(Follicle stimulating (FSH) = sl o6l -4
S8 Ol (A LIAT Sasdll (56l 5 SAN 2) :hormone)
sl el 4aiill Accu-Bind Kits 48 by duaal) 8 () 50 8l
1.0 - 14.0 ml/mlu

Al

The results -:giill

TSH.s (T4,T3) 48,4 35 i gasp &l siena Jlag (1) o) dsi>
Badll ) guad e gana (A(M +SE) (il Uail) Jalaa + Jaaal)

5okl 5 4.8 )
I'3 (nmol'L) T4 (amolL) I'SH (mw/L) [N
1.62x0.12a | 89.90+271a | 2.62:029Db 3 el
14820.130a | S1.652348b |450723.63a| <D0 juad
0.358 NS 8053+ 7.391* LSD, sse G20
* (P<0.05).

Gt dysieas )y TSH(MU/L)O 5—e s (5 5 i )
(45.07 + 3.63) 48l saxll ) sucd Ao gana 4 (P<0.05)cs siase
Osah (6 sie padddl (2,62 £ 0.29) 3 karull de gane aa i lie
Jsadll de gana A(P<0.05)b 53 (51.65 + 3.48)T4(nmol/L)

T3 Clisive 11 21:(89.90 £ 2.71)5 hard) e sana aa 45 jlia



2016 «1 23]l 27 dlaa &y juatival o le Alae

Hormone — Sex (i siudlly Jasi yall (4 5 5l Lialads) Gllag
ey Gabiadl ) S0 (549%60.-4 Binding Protein(SHBG)
2 Ot gl O ge g aldas) (A UL (535 Laa, 408 5all 32l
\}l;_md\ [24]}[15] Hl_I;JLuu_\JsJ\A_\&)A” bM‘)MHf
sl )‘S_AAJUHLAAAM d\é‘)ﬂ@u}).\.\_u}md\uh}\_uml_k)&
Liaddia (5 giua s TSHO 4le u\.v}m(ag_.uﬂ u.:.‘d\}&;\ladl 4yl
Al &y simal) A8Mall 8 a5 s 5, T3 J oreha (s shse 5 T4 (1
3 Jsia (3 TSH (s simse gl 05 iias siasill (alisil s (-0.77)
O (072 Y sall Ay ginal) A8l IS (e 5l (1) o8, JS2
T4 Osem g6l O 51 (2) o8, IS 3 disan (B 05 i sl 5T4
e (Sl s st sl (5 5imia (8 Al () gas
ol 3 sy L )1 ldd g (5 s sl (a830T4 il i)
oalaasl U s 2 eY) [22] Dehydroepiandrosterone
aal) Gl ) (8 05 s saill (5 51 sa
=2 ot LH&FSH b sinse gl )l 4 Linilis aads) [25]4.8 )l
LY O i [26] 0053 ae (2)d s Al Bas)) ) sl
Al dgela A0l e (3 gm0 e ped) (i il i
o gt sl G ge g8 J8 4 aealeNegative  feedback
(Inhibin) ¢ s«_ed o jaéat are GlAS g anll Jan A o giusa (alidl)
Ll (e Jany (5215 (585 LIS (e tiiall (i s pall G sael) 85
Al Y el JLxalIFSHax 3, [27] FSHO s s a3
el g0 )l Jan % () Sy Jla Sl (o8 aBall O s
e LA Cailda ) ,55a Inhibin o e LS s(Inhibin)
< Inhibin o=abessl s FSH&LH 33 53 . [28] pMl Jaaa (4
O sl G san ZW ) (a8 Aepdall Calaill s aléssl
e 3 e Al fpela il 4035 Jaany Agaplall A0 4
U= g~ 5 GNRH(gonadotropin releasing hormone)&LH
8 ki bl e J3A o (I 5 0 LA (A Lm0 Caaill (55
M5, [29] daill (4 4S5 Alee 2ic(paracrine agent) (s skl
G sina 33 ) (4 (0.61¢ 0.46) n 50 A8 292 s PUA e a8
28 343 JSE (3)Jsia LH&FSH (s glis i sTSH
A8l S5 TA&LH o (-0.49) Aludl A8dall o LS jall
gl 0L 2855 4 053 Jsan TA&FSHom (-0.66) Adludl
) g5 Al 5 Rl ) smd S(LH&FSH)iill <l sa sqll
G wea pal G A At g n il (g e al &
G—\H\ 4\..\5).3“ sazll J}-&As UL-‘ 4..&“.;]\ Lu.u:\)d %) c.u.um (30 22)T4
&LJJJ\ Lj_“ dd‘ _\_STSHt_lLa)A___mA &uJJL! )—\A—I (5.1_“
O A (5 sia al—d) Ml 5] H&FSH( & s— 2
Jsaly alaadl Jla ) 4 sad &9 S g eV (5 i sl
_EM‘RGMLJ&A@JJ‘EM\

32 ;HJ

) (gl

References:- : skl
1.Singh ,R.; Hamada, A. J. And Agarwal, A.Thyroid
Hormones in Male Reproduction and Fertility. The
Open Reproductive Science Journal. 3, 98-104

(2011)..

2. Buzzard JJ, Morrison JR, O’Bryan MK, Song Q,
Wreford NG. Developmental expression of thyroid
hormone  receptors in the rat testis. Biol
Reprod.62(3):664-9. (2000).
3. Jannini EA, Crescenzi A, Rucci N, Screponi E, Carosa
E, de Matteis A, et al. Ontogenetic pattern of thyroid
hormone receptor expression in the human testis. J Clin
Endocrinol Metab.85(9):3453-7.(2000).

4. Wagner MS, Morimoto R, Dora JM, Benneman A,
Pavan R, Maia AL. Hypothyroidism induces type 2
iodothyronine deiodinase expression in mouse heart and
testis. J Mol Endocrinol.31(3):541-50.(2003)

23

Alal A83le GRS, TSH &LH 0 ( 0.46)islad B3le 3 5a 5
3535, (P<0.01) &y sine (5 simse <235 TSH & FSH ¢ (0.61)

453 I8

"

1] L2 e - -

30 = * - -

40 = -

0 * ¥
I—_ L

20 P

0 =

o o= x T T T 1

-] 5 10 LH 15 il 25
LH 0sap 3 TSH O3 o 483l (3) ad, JS&

=

& = -y LY L3 L] L]

0 r- A

A0 = 3 - . .

Fy . . * -

10

0 T T T
1] 1 n k1] 4n L) (1] il

FSH Gsap 5 TSH Gsab O 48lall (4) ad JS&

ke T4 & FSH ekl S (:0.49) 2 2o T4 & LH ek

65508530 535 (P<0.01) &2 sine (5 siane a3 5 (-0.66)3llus
=T
100 +
= * ¥
il hd i L
40 I_; i J‘
i
1]
L] 5 10 LH 1% an 5
LH Gsap 9 T4 G9ap C 4l (5) o8 Jsii
e
100 +
a0
=l had - w
40 * -: + ¥FF v S
20 *
1] T T T ]
i} i Hi ] Fﬂ-H'm L] 1] T
FSHOsR 9 T4 Qsap G 4Bl (6) a2y JS&
Discussion - ALY

4,5l 523l ) sead ) (5[ 20] e (1) eé, d,mn (b Linilis )

Baall i ga ja e AN e ZLEYL Coual Al A jall sl 58
W}Ad\;ﬂ\.ﬂu\)dé@)ﬂ\ sazll J}.Asauuw\‘dl;u\m‘)ﬂ\
0=l S TSH (s s gL L Coatl 53015 (OVert) —lall g sl
o dsrall e oy [21]  T3J rnb 6 sima T4 sivia
D8I e ae 35 €l Ol g (g5 s 53l () 50 0 (5 slsa (S Lalids|(2)
O Al Uil 3 8 5l ibell yaadll 8 [17] ,[15]0sisldl 4l
bl ()3 s La )Y (5 s s3aill () 50 8 (5 sasa (8 pmlaaaY) 1
3B-hydroxy steroid G EEDVRS [8 S & —
dud e Agsuddl a5 dehydrogenase(HSD)and17B-HSD
(O siall (5SSl ) 5 5¢1) ) Dehydroepiandrosterone
aba 05S 28 48 )N 8aal) ) gl () LaS [22] O 5 i sinsll ()
Leydig )zx¥ LIS 848 jall aall il g ya D lile 8 Lialdds]
e Jysuall LH O p COa 30l ) 5 jaia3 e Al sl (cells
il ) saal )5S a5 2V LA J8 (e (g s sl (5 50 5 6l
a3 CAMP 5 {5 simss siutll (al 800 5 iy 48 5l
A gy (s indll (Rl o) ) [23] SL8L[22],[12]0 )




2016 ¢1 2321l 27 alsa iy yeaiival o sle dlne

18. Ramadhan,R.S.and Abdala,M.N.Effect of thyroid
Dysfunction on Fertility Hormones in Iraqgi patients .J.of
Bio.and Life.sci.3(1):35-49.(2012).

19. SAS. Statistical Analysis System, User’s Guide.
Statistical. Version 9.1th ed. SAS. Inst. Inc. Cary. N.C.
USA.(2012).

20.Lynn,W.R.and Lynn,J.A.Hypothyroidism
overlooked. Practitioner.22(4):224-231.(2007).

is easily

21.khandelwal,D.and Tandon,N.Overt and subclinical
hypothyroidism who to treat and how .Drugs.72(1):17-
33.(2010).

22.Antony, F.F.; Aruldhas, M.M.; Udhayakumar, R.C.;
Maran, R.R and Govindarajulu, P.. Inhibition of Leydig
cell activity in vivo and in vitro in hypothyroid rats.
Journal of Endocrinology 144 293-300.(1995).

23. Krassas,G.E.; Poppe,K. And Glinoer,D.. Thyroid
Function and Human Reproductive Health. Endocr. Rev.
31:702-755.(2010).

24 . Kumar,A. ;Shekharl,S. And Dhole,B.Thyroid and
male Function. Indian Journal of Endocrinology and
Metabolism . 18 (1):23-31.(2014).

25. Jannini EA, Ulisse S,and D’ Armiento M. Thyroid
hormone and male  gonadal function. Endocr Rev
16:443-459. (1995).

26.Nikoobakht, M. R.; Aloosh, M.; Nikoobakht, N. The
Role of Hypothyroidism in Male Infertility and Erectile
Dysfunction. Urology J. 9 (1) : 405-409.(2012).

27.Veldhuis ,J.D. Male hypothalamic-pituitary-gonadal
axis. In: Lipshultz LI, Howards SS, eds.Infertility in the
male, 3rd ed. Mosby-Year Book, St. Louis, MO. Pp. 23—

58. (1997).
28. Frank, H.Pierik ,Jan , T. M. Vreeburg, Thso Stijnen,
Frank,H. Serum Inhibin B as a Marker of

Spermatogenesis. Journal of Clinical Endocrinology and
Metabolism Vol. 83, No. 9,3110-3114.(1998).

29. Meeker,JD; Godfrey-Bailey,L. And Hauser,R.
Relationships Between Serum Hormone Levels and
Semen Quality Among Men From an Infertility Clinic.
Journal of Andrology, Vol. 28, No.3, :397—406.( 2007).

30-Jaya Kumar B, Khurana ML, Ammini AC,
Karmarkar MG,and Ahuja MM . Reproductive endocrine
functions in men with primary hypothyroidism: effect of
thyroxine replacement. Horm Res 34:215-218. (1990).

24

5. Wajner SM, dos Santos Wagner M, Melo RC, Parreira
GG, Chiarini-Garcia H, Bianco AC. Type 2
iodothyronine deiodinase is highly expressed in germ
cells of adult rat testis. J Endocrinol.194(1):47-
54.(2007).
6.Wajner,SM,Wagner,M.S,andMaial,A.L.Clinical
implications of altered thyroid status in male testicular
function. Arqg Bras Endocrinol Metabh.53(8):976-
82.(2009).

7. Westholm, DE. Rumbley, JN.Salo, DR. Rich, T.and
Anderson, GW. Organic anion-transporting polypeptides
at the blood-brain and bloodcerebrospinal fluid barriers.
Cur Top Devel Biol.80:135-70.(2008).

8. Cooke, PS. Thyroid hormones and testis development:
a model system for increasing testis growth and sperm
production. Ann N 'Y Acad Sci 637: 122-32.(1991).

9. Capel, B. The battle of the sexes. Mech Dev .92: 89-
103.(2000).

10. Kretser de. DM, Loveland KL, Meinhardt A,
Simorangkir D, Wreford N: Spermatogenesis. Hum
Reprod .13: pp. 1-8.(1998).

11. Manna PR, Kero J, Tena-Sempere M, Pakarinen P,
Stocco DM, Huhtaniemi IT. Assessment of mechanisms
of thyroid hormone action in mouse Leydig cells:
regulation of the steroidogenic acute regulatory protein,
steroidogenesis, and luteinizing hormone receptor
function. Endocrinology.142: 319- 31. (2001).

12. Maran, RR. Arunakaran, Jand Aruldhas, MM. T3
directly stimulates basal and modulates LH induced
testosterone and oestradiol production by rat Leydig
cells in vitro. Endocr J . 47: 417-428.(2000).

13.Maran,RR. Thyroid hormones:their role in testicular
steroidogenesis. Arch.Androl.49:375-388.(2003).

14. Manna PR, Tena-Sempere M, Huhtaniemi IT.
Molecular mechanisms of thyroid hormone-stimulated
steroidogenesis in  mouse leydig tumor cells.
Involvement of the steroidogenic acute regulatory
(StAR) protein. J Biol Chem.274:5909-18.(1999).

15. Krassas GE, Pontikides N. Male reproductive
function in relation with thyroid alterations. Best Pract
Res — Clin Endocrinol Metab. 18(2):183-95.(2004).

16. Donnelly P, White C. Testicular dysfunction in men
with primary  hypothyroidism; reversal of
hypogonadotrophic hypogonadism with replacement
thyroxine. Clin Endocrinol.52:197-201.(2000).

17. Suarez EA, d’Alva CB, Campbell A, Miller-Horn J,
Dever M, Faerber E, et al. Absence of mutation in the
follicle-stimulating hormone receptor gene in severe
primary hypothyroidism associated with gonadal
hyperstimulation. J Ped Endocrinol Metab.20:923-
31.(2007).



i patiuall (‘Jb idaa
2016 «1 221l <27 alaall

journal homepage:www.mjs-mu.com

sal) Jalah et Ssmall s giaall A LagiDIAIN g a g2 gaal) 11518 9 NPKZN S all Slacdll g GuibibilSh) (pa B e 3u8) 53 5

Capsicum annuum L.
2

Qs e Al ¢ 1954‘:1..“5\ UTVENREN RIS

2 80815 a2 ane ¢ Balsks Aaala/ Sl sle mnd / sl (ol 4l 2 slall A 1 40

-

4dadAl)

J\A.uw\;‘%ugj\u.:\ MM\@MMJJ‘ME&:M\?}\;M @N‘@\A‘)ﬂk_\.\.\n‘ﬁﬂ);\nu.\);‘
il NPKZn e o ba rut5160 d;md‘ i) pae s FE ol 3 k) Aldlas ue Sl Ozl
S siaa A Legalat s 8 slarud) Alalas (e Sbadl- il J5aide (100,50) o5 seall 2151 (e 0 58 5 Adlial
Granna phall JAl Ll (5 puadll o Gl (8 il g o gasinall 5 o gnllSll g o s sall g ) sl g i 5 00

tbbe il & yedal ¢ @l ) S D s RCBD Awdiadll ALS cileUadll avenal (pania 45 jaill
L.A‘“J sBM\‘\L\LﬁA@‘L)& h})dﬂ\&w‘@yw@éwa&\meﬁjj‘aﬂ 2 oIS ddlil
G sina B A sina B ) (A 53 Leglalas ) ol &) (e S sland) A8l 5 Gt SIb (8 ) ) i) sl
) oS (555 532 sl 2 5IST Ll SEV) L 5yl ) ALelee g e o3lel ,SA A cilhadl)

M\) Alalxall d_,.s.\ e M})AA.“ Olaall u‘)].\.ud\ d..\aﬂ\ A.J\Ls\ ‘5.5 u;\.\:\.\gLS]\ O (u_,_daﬂ ;‘).;75
Aleall Yo zall Jacad) 4 5Uac) P (u:u:u:\lj.l\ (e U}_\L«S\ ic3a75 s NPKZNn e (1w s .~5160
Al

ABSTRACT

Articleinfo.

The experiment was carried out in the green house of Biology Department, College of
Education for Pure Science— lIbn AL—Haitham, Baghdad University, during the growing
season of 2013- 2014 , to study the influence of foliar application of four concentrations
of kinetine (25,50,75,100)ppm in addition to the control treatment, application and non
application the level 160 Kg.H of NPKZn fertilizer and two concentrations of sodium
chloride (50,100)mM.L™ instead of control treatment and their interactions on content of
(N,P,K,Ca,Mg) mg.D.W. of vegetative part of Capscum annum L..

The experiment was designed according to Randomized Completely Block
Design(RCBD)with three replications, results indicated that:-

Application of sodium chloride caused a significant decrease in the average
characteristics studied compraed with the control ,on the contrary the spray of the
kinetine and aplication of the fertilizer both individually or its interventions led to
increase nutrients's content above mentioned compared with the control and decreas the
injerion of sodium chloride.The surpass of 75 ppm of the kinetine which agave the highst
mean of characteristics studied and superiority of the treatment (level 160 Kg.Hof
NPKZn fertilizer and 75ppm of kinetine in giving the best averages of characteristics
studied.
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ABSTRACT

This field experiment was conducted at the Botanical Garden of the Department of
biology.,Ibn al-Haytham. Baghdad University during the growing season 2013-2014 to
study the effect of add and deffrent the level of 160 kg .H™ of NPKZn. Fertilizer and
spraying the Gibberellinic acid for forth concentrations (25,50,100,150) mg.It™, as well
as the coefficient control and overlap in the content of nitrogen, phosphorus , potassium,
calcium, magnesium and zinc of vegetative part of the three varieties of wheat .
experiment was designed with Rondomize Complet Block Design RCBD with three
replicates, and the results showed the following: Add of fertilizer and spraying by
Gibberellin both individually or overlap has led to significantly increased the content
average of the above elements as compared with the coefficient control and exceed about

100 mg. It ** of Gibberellin to give it best averages for characteristics studied.
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S 5 A gy IS ol S A 5 a5l L3 ¢ ) jal ey (E.coli, Salmonella typhi) al S dxual
it lanay, Il o (a9, 2 le 13 ok 15, ale 8 ) VLS Hasi oy <0 day il At il s
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(Staphylococcus aureas 16 mm , dagill cuilS s (well diffusion method) 4k alaiul
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s g Al Cale syl Ly iS40 alimall 80lall 358 LAY (TLC) 4l dadall Ll e sila s S
O don sl Alee Cuiadaiy (4:1) il 5 o585 51 Juadll e (e g e pladinds Lils RF 4
S8 aast oty 0.84 Oloall dule 5 A il (358 A V) Cand miliall pasd dle BaaljAad ek
(sl Caaal) 48, ja alasily Alaall Gaaslo iy il Ly y< fial) (g i) alitiadll 3aY) Jaial)
Staphylococcus aureas 5 Mg/ ml, Streptococcus ) 4siill <3S sTube dilution method)
Aual de jall aai 035 (pyogenes 6Mg /ml, E.coli 4 Mg/ml, Salmonella typhi 5 Mg/ml .
055 O 38/ aile 205 AL Lk gl de ) iS5 (Up and down ) & sk sbaall (LLD50) s 5l
(Al o)yl all 8 3 et el Auall LGS L3 Galdt il 138 Gadla 520 3 jaad Glli g auall
Aaa e oy ol 4l 8 ansall 55 (e a3/ arle (30,20, 10) g o SO 5 il aliiuadl aladiuly
e Ja Laa 3 3ae Ay o Gldle glqh,jrdh\ .(,...u;.\\ Qj;w\_ﬁ}&);ﬂ\s)ﬁd%@ﬁﬂ\ Gladadl
& ol o3 Ao sisall il Galiivally &Sl A3
ABSTRACT

Local Streptomyces spp. Isolated in the lIraq from microbiology department of
veterinary medicine —University of Baghdad , growth on basal salt agar and prepared
extract by using glycerine-glycine broth ,after that precipitated by centrifuge and
purification secondary metabolite for Streptomyces Spp. By precipitated with
ammonium sulfate first step of purification until 80-90 % degree of saturation ,second
step ion —exchange chromatography used DEAE —Cellulose give one peak ,measured
activity for partial purified secondary metabolite by using well diffusion method against
pathogenic bacteria G+ve bacteria (Staphylococcus aureas 8mm ,Streptococcus
pyogenes 15 mm ) , G-ve bacteria (E.coli 13 mm,Salmonella typhi 9 mm ) diagnostic by
laboratory after biochemical tests gram stain for every bacteria after that used gel
filtration chromatography by used sephadex G-25 and gived one peak ,measured activity
for partial purified secondary metabolite by used well diffusion method ,the result of
zone of inhibition are ( Staphylococcus aureas 16 mm ,Streptococcus pyogenes 11mm ,
E.coli 17 mm , Salmonella Typhy 11 mm ) and used thin layer chromatography to
determined degree of purification of purified secondary metabolite for local
Streptomyces Spp. First and measured RF second step by used chloroform , methanol
solvent ( 4: 1) and given one spot under UV light ,RF 0.84 after that determined
minimum inhibitory concentration for completely purified secondary metabolite by used
tube dilution method, the result were( ,Staphylococcus aureas 5 Mg/ml , Streptococcus
pyogenes 6 Mg/ml ,E.coli 4 Mg/ml ,Salmonella Typhy 5 Mg/ml) and to study the safety
of extract in vivo, LD50 was determined f by using up and downmethod, the result was (
295 mg/kg b.w ) of extract also give three doses to ( 10,20 ,30 mg/kg b.w ) to notice the
clinical sign and weighted the animal, there was no abnormal clinical sings that mean
treatment with purified secondary metabolite for local Streptomyces isolate safe.
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ABSTRACT

The air temperature is considered one of the important elements of the air because of its
wide effects on climate variables. So, this research came to describe the climate of
Baghdad using maximum and minimum temperature in Summer specifically. This
research depended on data obtained from Iragi Meteorological Organization and
Seismology (IMOS) for the period (1970-2013) for Baghdad city. Averages monthly
were calculated using the daily data, and then the anomilies from the average were
calculated for the maximum and minimum temperatures for each month which analyzed
and discussed to identify main characteristics for Summer season and show the months
which have gained Summer characteristics. The data was also compared with the
European Data Center. The results showed that the general trend of temperatures has
increased with time significantly from the monthly average in spite of variation in these
averages. Studying the anomilies of the maximum and minimum temperatures showed
that the highest increase of the minimum temperatures is 4°C, while for the maximum
temperatures is 2°C. The results showed that May is approaching Summer features for
maximum temperatures, and September is approaching Summer features but for
minimum temperatures. Results show that there is a clear difference between IMOS and
ECMWEF with rates (1-9) degrees for the maximum temperatures and (1-6) degrees for
the minimum temperatures.
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