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ABSTRACT

Classification of imbalanced data is an important issue. Many algorithms have been developed
for classification, such as Back Propagation (BP) neural networks, decision tree, Bayesian
networks etc., and have been used repeatedly in many fields. These algorithms speak of the
problem of imbalanced data, where there are situations that belong to more classes than others.
Imbalanced data result in poor performance and bias to a class without other classes. In this
paper, we proposed three techniques based on the Over-Sampling (O.S.) technique for
processing imbalanced dataset and redistributing it and converting it into balanced dataset.
These techniques are (Improved Synthetic Minority Over-Sampling Technique (Improved
SMOTE), Borderline-SMOTE + Imbalanced Ratio(IR), Adaptive Synthetic Sampling
(ADASYN) +IR) Algorithm, where the work these techniques are generate the synthetic
samples for the minority class to achieve balance between minority and majority classes and
then calculate the IR between classes of minority and majority. Experimental results show
ImprovedSMOTE algorithm outperform the Borderline-SMOTE + IR and ADASYN + IR
algorithms because it achieves a high balance between minority and majority classes.

KEYWORDS: Imbalanced Datasets; Over-Sampling; SMOTE; Borderline-SMOTE;
ADASYN.
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INTRODUCTION

The data is imbalanced when the data distribution
IS not systematic across different classes [1]. In
many applications learning occurs with the
distribution of class imbalances regularly, and this
situation occurs in the data when the number of
examples in the minority class is much lower than
number of examples in class of the majority .This
means that the number of examples into the
classes exceeds the number of examples in other
classes [2], the class which contains a large
number is called negative or majority class, either
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for the class which contains a few numbers of
examples called positive or minority class.
Minority class is a great impact when
misclassified that will be considered as interest
class [3]. it is likely that the examples of minority
class may be ignored or external values led to
poor classification compared to the majority, the
dominant class [4].

Many problems of real-world contains several
concepts with very few examples in a large group
and are also described the cost of obtaining them
or through their scarcity. Categories are either two
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classes or multi-class. Required analyze methods
to address the problem of multi-class data
imbalance which focuses on many real-world
problems such as medical diagnosis, fraud
detection, defect detection software, network
intrusion [5][6]. There are simple ways to
overcome the problem of class imbalance in
typical learning. It is usually to test the training
data by taking examples of the minority too much.
Another approach is cost-sensitive learning which
in turn rewrites the algorithms by weighing the
examples of the minority class [7].

Techniques are used to process the imbalanced
data classification such as [8]:

- Approach of Data Level

Use imbalanced native dataset to obtain balanced
dataset by using algorithms of machine learning to
obtain desired results.

- Approach of Algorithm Level

Use algorithms that can handle unbalanced of
data.

- Approach of Cost-Sensitive

Hybrid technology of the first and the second
techniques are combined to achieve a decrease in
the costs of poor classification and accuracy.

Data Level Approach is classified into different
sets

1. Over-Sampling (O.S.) Technique

O.S. technique, the data are balanced by adding
examples of the minority class to the original
data. Figurel shows how to generate synthetic
samples and add them to the original data by
using Synthetic Minority Over-Sampling
Technique (SMOTE) algorithm [9][10].
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Figure 1. Synthetic Oversampling example by
SMOTE algorithm.

2. Undersampling Technique

Undersampling technique, the data is balanced by
removing examples from the majority class of the
original data.

3. Hybrid Technique

Hybrid technique, the data is balanced by
combining previous techniques, first O.S.
technique is wused and then undersampling
technique is used [3].
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Major brain tumors occur in around 250,000
people annually at the international level,
accounting for less than 2% of diseases. In more
than 15 young people, brain tumors are second
only to intensive lymphocytic leukemia as a cause
of malignancy [4].

AIM OF RESEARCH

In order to predict of all classes the majority and
the minority, in other words, the minority class is
also classified. The imbalanced dataset must be
converted into a balanced dataset. This is done by
applying the approach proposed in our thesis that
will improve the performance of the classifier
with accurate values.

LITERATURE REVIEW

Many research has been completed to solution the
imbalance in O.S. datasets. Tanghui et al [9] in
their research discusses the predicted user's
quality of experience (QoE) assessment of IPTV
which is the prediction of the user's complaint
call. The status data was collected from set-top
box with data for the user's complainant, and the
suitable QoE user model prediction was selected.
First, based on obtained imbalanced dataset from
Jiangsu Telecom, where on majority class has be
applying randomization under-sampling after data
cleaned and a feature selection for data. K-means
was then proposed with the SMOTE algorithm to
samples generate for the minority class. Also was
built Naive Bayes model. In their works the
results experimental displayed which improved
schema could improve predictive accuracy and as
well show that the SMOTE integrated algorithm
with K-means implements the user’s complaints
in predicting best than the Borderline-SMOTE
algorithm. Haibo He et al., [11] are proposed the
ADASYN method to facilitate learning for
imbalanced dataset. ADASYN method is used to
achieve two objectives: i. Adaptive learning ii.
Minimize bias, and this algorithm addresses the
problem of classification with two class.
Simulation results the effectiveness of this method
is shown on five the datasets based on different
the evaluation measures. Search for Path
Planning” In this paper, both the cuckoo search
and the bat algorithm are linked to the proposed
problem and seen in simulation results. The
systems are associated with a number of
populations, and the bat algorithm gives better
results when compared to the cuckoo search.
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PROPOSED METHODS
The proposed adaptation methods in this paper
consists of the following:

A. ImprovedSMOTE Algorithm

After reading dataset and determining the

majority and minority classes, we will have

suggested many steps to Improved SMOTE

algorithm such as:

Stepl:Removes the noise from the minority class.

Step2:Apply clustering on minority class, divide
the minority class into four clusters and
then select the appropriate cluster to
generate the synthetic samples, i.e, the
appropriate cluster, is the cluster that
achieves a higher imbalanced ratio
between the majority and minority classes.

Step3:SMOTE algorithm is used to generate
synthetic samples [9].

Step4:Using imbalanced ratio (IR) function:

IR=m¢/m; ............. (1)

Where IR is imbalanced ratio, mg is
number of the minority class examples,
mjis number of the majority class

examples.
Figure 2 shows the structure of our adaptation of
SMOTE algorithm to Improved.

‘ Remove Noise
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Figure 2. Structure of ImprovedSMOTE algorithm.

B. Adaptive Borderline-SMOTE+IR
Algorithm
After reading dataset, the adaptive Borderline-
SMOTE+IR algorithm consists of three steps:
Stepl:The Borderline-SMOTE algorithm is used
to generate synthetic samples [9].
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Step2:Determine the output dataset of Borderline-
SMOTE algorithm into majority class and
minority class.

Step3: Use equation (1).

Figure 3 shows the structure of Borderline-
SMOTE+IR algorithm.

Imbalanced Datasets
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Figure 3. Structure of Borderline-SMOTE+IR
Algorithm.

C. Adaptive ADASYN +IR Algorithm

After reading dataset, the adaptive ADASYN +IR

algorithm consists of three steps:

Stepl: Divide the dataset into majority class and
minority class.

Step2: Apply The ADASYN algorithm to

generate synthetic samples [11].
Step3: Use equation (1).

Figure 4 shows the structure of ADASYN +IR
algorithm.
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Figure 4. Structure of ADASYN +IR Algorithm.

EXPERIMENTAL RESULTS OF
ADAPTATION IMBALANCED
DATASET

A. Datasets

We have applied O.S. technique to datasets
(binary class) obtained from the University of
California Irvine (UCI) machine learning
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repository and Knowledge Extraction based on P
Evolutionary ~ Learning  (KEEL)  database oty | iy | Gl | o | o
repository, which differ in the class of imbalances EEE e | e R SRR ey B

. . SMOTE SMPC‘)TE)
and also vary in size, features and numbers. Table
1 shows the properties of the required datasets, Breas Cancer _
including the name of the dataset, the number of e e B #
instance (#EX), the number of features (#ATTR) 7 )
and the number Of Classes (#CL) [3] Credit Card 23364 6636 4 13264 19900 0.85
Table 1. CharacteristijjT;f Da;&set - e | . . - 5|
Datazet ]
Breast Cance; f;jf:z:;;]m Set 2018 ij 3;[1;0 ; 1\}11:; uﬁ?g;:%; . " . “ o .
Haberman's Survival Data Set 3 06 1 spam email 2788 1813 4 059 2172 0.99
User Knowledge Modeling Data Set 3 7 1
Spam Fal S| s 2 Table 4 shows the synthetic samples generated

B. Experimental Setup

In all of our experiments IR is used as the basic
criterion for evaluating the algorithm. When the
IR is close to number 1, this means that the
number of instance in the majority class is close to
the number of instance in the minority class. Thus
the balance between classes is achieved.

C. The Results of Adaptation Methods
Table 2 shows the division of the dataset into a
majority and a minority classes, and then
calculates the IR between them.

Table 2. Result of the identification of the majority
and minority classes and calculate the IR of original

datasets.
Dataset majorify class | minority class R
Breast Cancer Coimbra Data Set 2018 64 ) 0.1
Credit Card 13364 6636 028
Habermen's Survival Data Set 5 81 036
User Knowledge Modeling Data Set 83 u 038
spam email 2788 1813 063

Table 3 shows the synthetic samples generated
by SMOTE and the IR account between
(minority class + synthetic points generated by
Improved SMOTE) and majority class.

Table 3. Result of the Improved SMOTE Algorithm.
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by Borderline-SMOTE and the IR account
between (minority class + synthetic points
generated by Borderline-SMOTE) and majority
class.

Table 4. Result of the Borderline-SMOTE+IR

Algorithm.
majort mifof sycitetic goirts (:u'nthetic d’:;
Dataset 100 y generated by ¥ P IR
class class BroSMOTE generated by
o BroSMOTE)
Breast Cancer
Coimbra Data Set 64 52 52 104 1.63
2018
Credit Card 23364 6636 6636 13272 057
Haberman's <
Survival DataSet | -2 u 8 a2 072
User Knowledze
Mcdsling Data Set 63 M bl 48 0.76
spam email 2788 1813 1813 3626 130

Table 5 shows the synthetic samples generated
by ADASYN and the IR account between
(minority class + synthetic points generated by
ADASYN) and majority class.

Table 5. Result of the ADASYN +IR Algorithm.

. (minority lass -
B et
Datwset | majrity clss| minority clss | genecaed by ’):mmshy R
iy | N
Breast Cancer
CoimbeaDataSet| 64 5 5 51 089
018
7
CredtCad | 2360 | 663 16045 2631 !
Habermarls . . " 104
23 | 152 1
Survival Dita St ' ’ »
User Knowledge , 114
6 U 8 n
ModelingDataSet|
gamemall | VS | 1813 1016 8 L1
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CONCLUSIONS

In this paper, The proposed adaptation methods
based on O.S. technique Which will convert the
imbalanced dataset into balanced dataset because
it gives the number of generated images that
achieve balance between classes of majority and
minority. When implemented are:
ImprovedSMOTE, Borderline-SMOTE+IR, and
ADASYN+IR algorithms shows that the results of
the experiment of ImprovedSMOTE algorithm
outperform the Borderline-SMOTE+IR and
ADASYN+IR algorithms by converting the
imbalanced dataset into a balanced dataset
,because the ImprovedSMOTE algorithm achieves
a high IR between classes minority and majority
from Borderline-SMOTE+IR and ADASYN+IR
algorithms when applied to datasets with different
IR.

FUTURE WORKS

The implementation of these techniques in a
system and adjusted according to the need in the
application to diagnose diseases.
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