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ABSTRACT

In this paper presents the R reliability mathematical formula of (3+1) Weibull Cascade model. The reliability of the model is expressed by Weibull random variables, which are stress and strength distributions. The reliability model was estimated by six dissimilar methods (ML, Mo, LS, WLS, Rg and Pr) and simulation was performed using MATLAB 2012 program to compare the results of the reliability model estimates using the MSE criterion, the results indicated that the best estimator among the six estimators was ML.
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INTRODUCTION

Many researches have been performed on reliability estimation \( R = p(X > Y) \) in the field of strength and stress models. The Cascade is a special kind of stress-strength model. Cascade redundancy is a hierarchical standby redundancy in which a standby unit with different stress substitutes for a system. When a system unit fails, it is replaced by a standby unit and the stress changed \( k \) Times the previous stress. In a previous study Karam and Khaleel (2019) presented a study of (2+1) Cascade model, which the model consists of two main components and one redundancy standby[9]. In this paper, we assumed that the (3+1) of Cascade with \( (U_1, U_2, U_3 \text{ and } U_4) \) Units ,in which three units \( U_1, U_2, U_3 \text{ and } U_4 \) are work and the unit \( U_4 \) is a standby unit . Assume that \( X_1, X_2, X_3, X_4 \) denote the unit strengths \((U_1, U_2, U_3 \text{ and } U_4)\) respectively and \( Y_1, Y_2, Y_3, Y_4 \) indicated the enforcement of stress. Here , if the active unit \( U_1 \) is a failure then the standby component \( U_4 \) is activated, where \( X_4 = mX_1 \text{ and } Y_4 = kY_1 \), if the active unit \( U_1 \) is a failure then the standby component \( U_4 \) is activated , where \( X_4 = mX_2 \text{ and } Y_4 = kY_2 \) and if the active unit \( R_3 \) is a failure then the standby component \( R_4 \) is activated , where \( X_4 = mX_3 \text{ and } Y_4 = kY_3 \). Where "k" and "m " denote the stress and strength attenuation factors respectively, such that \( 0 < m < 1 \) and \( k > 1 \). Reddy (2016) [15] presents of \( R = p(X > Y) \) by discussing model stress – strength of a cascade , assuming all the parameters are independent and following Weibull stress-strength distribution in one parameter and calculating first four cascade reliability for different stress-strength values. Mutkedar and Munoli (2016) [13], (1+1) exponential distribution cascade model is derived with the common effect of the force and stress reduction factors. Kumar and Vaish (2017) [12], discussed that Gompertz distribution is stress and that strength is power distribution parameters. Karam and Khaleel (2018) [9]
derived a special (2+1) stress-strength reliability cascade model for the distribution of Weibull. Khaleel and Karam (2019) [10] discussed the reliability of the (2+1) cascade inverse distribution Weibull model, reliability can be found when reverse Weibull random variables with unknown parameters scale and known shape parameter are distributed with stress-strength and used six different estimations mothered to estimate reliability. Karam and Khaleel (2019) [8], expression for model confidence is found when strength and stress distribution are generalized in reversed Rayleigh random variable Rayleigh, derived from mathematical formulas for Reliability to Special (2+1). Khaleel (2021) [11], (3+1) exponential distribution cascade model is derived with the common effect of the force and stress reduction factors.

Suppose, for the four units (three basic and one redundant), the random strength-stress variables of the four units \( j = 1,2,3,4 \) each independently and identically distributed of the parameter scale \( \beta_i, \ i = 1,2,3,4 \) and scale \( \mu_j, \ j = 1,2,3,4 \).

**Weibull Distribution:**[5]

\[
f(x, \alpha, \theta) = \frac{\alpha}{\beta} x^{\alpha-1} e^{-\left(\frac{x}{\beta}\right)\alpha} \quad , x > 0 , \ \alpha > 0 , \ \theta > 0
\]

Let \( \beta = \frac{1}{\beta} \rightarrow f(x, \alpha, \beta) \)

\[
a \beta x^{\alpha-1} e^{-\beta x^\alpha}
\]

\( R(x) = e^{-\frac{x}{\beta}} = e^{-\beta x^\alpha} \)

\( h(x) = \frac{\alpha}{\beta} x^{\alpha-1} = \alpha \beta x^{\alpha-1} \)

\[
E(x) = \theta \left(\frac{1}{\alpha}\right) r \left(\frac{1}{\alpha} + 1 \right) = \left(\frac{1}{\alpha}\right) r \left(\frac{1}{\alpha} + 1 \right)
\]

The Cumulative distribution function of \( \text{Wei}(\alpha, \beta) \) is:

\[
F(x) = 1 - e^{-\frac{x}{\beta}} = 1 - e^{-\beta x^\alpha} \quad x > 0 , \ \alpha > 0 , \ \beta > 0
\]

The Cumulative distribution function of \( \text{Wei}(\alpha, \mu) \) is:

\[
G(y) = 1 - e^{-\mu y^\alpha}, y > 0 , \ \alpha > 0 , \ \mu > 0
\]

**Reliability Model for Weibull Distribution** \( (R_{\text{wei}}) \)

Let \( X_i \sim \text{Wei}(\alpha, \beta_i), i = 1,2,3,4 \) and \( Y_j \sim \text{Wei}(\alpha, \mu_j), j = 1,2,3,4 \) be strength and stress random variables of the three components (three components are basic and one is standby) with unknown scale parameters \( \beta_i, \ \mu_j \) and common known shape parameter \( \alpha \), where \( X_i \) and \( Y_j \) are independently and identically distributed Weibull random variables.

**The reliability function for (3+1) cascade model is:**

\[
R = P[X_1 \geq Y_1, X_2 \geq Y_2, X_3 \geq Y_3, X_4 \geq Y_4]
+ P[X_1 < Y_1, X_2 \geq Y_2, X_3 \geq Y_3, X_4 \geq Y_4]
+ P[X_1 \geq Y_1, X_2 < Y_2, X_3 \geq Y_3, X_4 \geq Y_4]
+ P[X_1 \geq Y_1, X_2 \geq Y_2, X_3 < Y_3, X_4 \geq Y_4]
\]

\[
R = R_1 + R_2 + R_3 + R_4
\]

\[
P_1 = P(X_1 \geq Y_1)
\]

\[
= \int_{y_1}^{\infty} [1 - F_1(y_1)] f(y_1) dy_1
\]

\[
= \int_{y_1}^{\infty} e^{-\beta_1 y_1} \mu_1 y_1^{\alpha-1} e^{-\mu_1 y_1^\alpha} dy_1
\]

\[
= \int_{y_1}^{\infty} \mu_1 y_1^{\alpha-1} e^{-((\beta_1 + \mu_1) y_1^\alpha)} dy_1
\]

\[
= -\frac{-\mu_1}{\beta_1 + \mu_1} \int_{0}^{\infty} \left( -\mu_1 \right) e^{-((\beta_1 + \mu_1) y_1^\alpha)} dy_1
\]

\[
= \frac{0}{\beta_1 + \mu_1} \left(0 - 1\right)
\]

\[
= \frac{\mu_1}{\beta_1 + \mu_1}
\]

\[
P_2 = P(X_2 \geq Y_2)
\]

\[
= \int_{y_2}^{\infty} [1 - F_2(y_2)] f(y_2) dy_2
\]

\[
= \int_{y_2}^{\infty} e^{-\beta_2 y_2} \mu_2 y_2^{\alpha-1} e^{-\mu_2 y_2^\alpha} dy_2
\]

\[
= \int_{y_2}^{\infty} \mu_2 y_2^{\alpha-1} e^{-((\beta_2 + \mu_2) y_2^\alpha)} dy_2
\]

\[
= \frac{-\mu_2}{\beta_2 + \mu_2} \int_{0}^{\infty} \left( -\mu_2 \right) e^{-((\beta_2 + \mu_2) y_2^\alpha)} dy_2
\]

\[
= \frac{0}{\beta_2 + \mu_2} \left(0 - 1\right)
\]

\[
= \frac{\mu_2}{\beta_2 + \mu_2}
\]

\[
P_3 = P(X_3 \geq Y_3)
\]

\[
= \int_{y_3}^{\infty} [1 - F_3(y_3)] f(y_3) dy_3
\]

\[
= \int_{y_3}^{\infty} e^{-\beta_3 y_3} \mu_3 y_3^{\alpha-1} e^{-\mu_3 y_3^\alpha} dy_3
\]

\[
= \int_{y_3}^{\infty} \mu_3 y_3^{\alpha-1} e^{-((\beta_3 + \mu_3) y_3^\alpha)} dy_3
\]

\[
= \frac{-\mu_3}{\beta_3 + \mu_3} \int_{0}^{\infty} \left( -\mu_3 \right) e^{-((\beta_3 + \mu_3) y_3^\alpha)} dy_3
\]

\[
= \frac{0}{\beta_3 + \mu_3} \left(0 - 1\right)
\]

\[
= \frac{\mu_3}{\beta_3 + \mu_3}
\]

\[
P_4 = P(X_4 \geq Y_4)
\]

\[
= \int_{y_4}^{\infty} [1 - F_4(y_4)] f(y_4) dy_4
\]

\[
= \int_{y_4}^{\infty} e^{-\beta_4 y_4} \mu_4 y_4^{\alpha-1} e^{-\mu_4 y_4^\alpha} dy_4
\]

\[
= \int_{y_4}^{\infty} \mu_4 y_4^{\alpha-1} e^{-((\beta_4 + \mu_4) y_4^\alpha)} dy_4
\]

\[
= \frac{-\mu_4}{\beta_4 + \mu_4} \int_{0}^{\infty} \left( -\mu_4 \right) e^{-((\beta_4 + \mu_4) y_4^\alpha)} dy_4
\]

\[
= \frac{0}{\beta_4 + \mu_4} \left(0 - 1\right)
\]

\[
= \frac{\mu_4}{\beta_4 + \mu_4}
\]
\[
\begin{align*}
&= -\frac{\mu_3}{\beta_3 + \mu_3} \cdot \left[ e^{-\beta_3 y_3} y_3^a \right]^\infty_0 \\
&= -\frac{\mu_3}{\beta_3 + \mu_3} (0 - 1) \\
&= \frac{\mu_3}{\beta_3 + \mu_3} \\
P_{11} &= P[X_1 < Y_2, X_4 \geq Y_3] \\
&= \int_{y_1} f_1(y_1) \left[ 1 - F_1\left( \frac{k}{m} y_1 \right) \right] f(y_1) dy_1 \\
&= \int_0^\infty \left[ 1 - e^{-\beta_1 y_1^a} \right] e^{-\beta_1 y_1^a} dy_1 \\
&= \alpha \mu_1 y_1^{a-1} e^{-\mu_1 y_1^a} \\
&= \int_0^\infty e^{-\beta_1 y_1^a} \alpha \mu_1 y_1^{a-1} dy_1 \\
&= \alpha \mu_1 y_1^{a-1} e^{-\beta_1 y_1^a} \\
&= \int_0^\infty \mu_1 e^{-\beta_1 y_1^a} dy_1 \\
&= \mu_1 \left[ -\frac{\mu_1}{\beta_1} e^{-\beta_1 y_1^a} \right]^{\infty}_0 \\
&= \mu_1 \left[ -\frac{\mu_1}{\beta_1} e^{-\beta_1 y_1^a} \right] + \frac{\mu_1}{\beta_1} \left( \frac{k}{m} \right)^a + \mu_1 \\
&= \mu_1 \left[ \frac{\mu_1}{\beta_1} \left( \frac{k}{m} \right)^a + \mu_1 \right] \\
P_{22} &= P[X_2 < Y_2, X_4 \geq Y_3] \\
&= \int_{y_2} f_2(y_2) \left[ 1 - F_2\left( \frac{k}{m} y_2 \right) \right] f(y_2) dy_2 \\
&= \int_0^\infty \left[ 1 - e^{-\beta_2 y_2^a} \right] e^{-\beta_2 y_2^a} dy_2 \\
&= \alpha \mu_2 y_2^{a-1} e^{-\mu_2 y_2^a} \\
&= \int_0^\infty \alpha \mu_2 y_2^{a-1} e^{-\mu_2 y_2^a} dy_2 \\
&= \mu_2 \beta_2 \\
P_{33} &= P[X_3 < Y_3, X_4 \geq Y_3] \\
&= \int_{y_3} f_3(y_3) \left[ 1 - F_3\left( \frac{k}{m} y_3 \right) \right] f(y_3) dy_3 \\
&= \int_0^\infty \left[ 1 - e^{-\beta_3 y_3^a} \right] e^{-\beta_3 y_3^a} dy_3 \\
&= \alpha \mu_3 y_3^{a-1} e^{-\mu_3 y_3^a} \\
&= \int_0^\infty \alpha \mu_3 y_3^{a-1} e^{-\mu_3 y_3^a} dy_3 \\
&= \mu_3 \beta_3 \\
\end{align*}
\]

\[\text{(10)}\]
\[ \mu \geq Y \]

\[ e^{-\left(\beta_3 \frac{k^a}{m^a} + \mu_3\right)y_3} \]

\[ \frac{-\mu_3}{\left(\beta_3 \frac{k^a}{m^a} + \mu_3\right)} e^{-\left(\beta_3 \frac{k^a}{m^a} + \mu_3\right)y_3} \]

\[ \frac{\mu_3}{\left(\beta_3 \frac{k^a}{m^a} + \mu_3\right)} \]

\[ \frac{\beta_3 (1 + \frac{k^a}{m^a}) + \mu_3}{\beta_3 \frac{k^a}{m^a} + \mu_3} \]

\[ \frac{-\mu_3}{\left(\beta_3 \frac{k^a}{m^a} + \mu_3\right)} \]

\[ \frac{0}{\beta_3 \frac{k^a}{m^a} + \mu_3} \]

\[ \frac{\mu_3}{\beta_3 \frac{k^a}{m^a} + \mu_3} \]

\[ \left(\frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_3 (1 + \frac{k^a}{m^a}) + \mu_3}\right) \]

\[ R_1 = P[X_1 \geq Y_1, X_2 \geq Y_2, X_3 \geq Y_3] \]

\[ = P[X_1 \geq Y_1] P[X_2 \geq Y_2] P[X_3 \geq Y_3] \]

\[ = P\left[X_1 \geq Y_1\right] \frac{\mu_1}{\beta_1 + \mu_1} \]

\[ \times \left(\beta_2 + \mu_2\right) \frac{\mu_3}{\beta_3 + \mu_3} \]

\[ = \left[\mu_3 \beta_3 \left(\frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_2 + \mu_2}\right) \frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_3 (1 + \frac{k^a}{m^a}) + \mu_3}\right] \]

\[ R_2 = P[X_3 \geq Y_3] \frac{\mu_1}{\beta_1 + \mu_1} \]

\[ \times \left(\beta_2 + \mu_2\right) \frac{\mu_3}{\beta_3 + \mu_3} \]

\[ = \left[\mu_3 \beta_3 \left(\frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_2 + \mu_2}\right) \frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_3 (1 + \frac{k^a}{m^a}) + \mu_3}\right] \]

\[ R_4 = P[X_1 \geq Y_1, X_2 \geq Y_2, X_3 \geq Y_3] \]

\[ = P[X_1 \geq Y_1] P[X_2 \geq Y_2] P[X_3 \geq Y_3] \]

\[ = \prod_{i=1}^{n} f(x_i, \alpha, \beta) \]

\[ L(x_1, x_2, ..., x_n, \alpha, \beta) = \prod_{i=1}^{n} \left[\frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_2 + \mu_2} \frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_3 (1 + \frac{k^a}{m^a}) + \mu_3}\right] \]

\[ = \prod_{i=1}^{n} \left[\frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_2 + \mu_2} \frac{\beta_3 \frac{k^a}{m^a} + \mu_3}{\beta_3 (1 + \frac{k^a}{m^a}) + \mu_3}\right] \]
\[ n \beta = \sum_{i=1}^{n} x_i^{a} \]

Then natural logarithm function for equation (19) can be written as:

\[ \ln L = \ln \left[ \alpha^n \beta^n \left( \prod_{i=1}^{n} x_i \right)^{a-1} e^{-\beta \sum_{i=1}^{n} x_i^a} \right] \]

\[ \ln L = n \ln \alpha + n \ln \beta + (\alpha - 1) \sum_{i=1}^{n} \ln x_i - \beta \sum_{i=1}^{n} x_i^a \]  

(20)

To minimize, natural logarithm in equation (20), must compute the great endings by taking partial derivative with respect to unknown scale parameter \( \beta \), then will get as:

\[ \frac{\partial \ln L}{\partial \beta} = \frac{n}{\beta} \sum_{i=1}^{n} x_i^a = 0 \]  

(21)

Equating partial derivative to zero, thus the right-hand side of (21) will be:

\[ \to \frac{n}{\beta} = \sum_{i=1}^{n} x_i^a = 0 \]  

(22)

The maximum likelihood estimator for \( \beta \) is given by:

\[ \hat{\beta}_{(ML)} = \frac{n}{\sum_{i=1}^{n} x_i^a} \]  

(23)

In the same way above, let \( y_1, y_2, y_3, \ldots, y_m \) a random sample have \( W(\alpha, \mu) \) distribution with the sample size \( m \), then the maximum likelihood estimator of unknown scale parameter \( \mu \); says \( \hat{\mu}_{(ML)} \); is:

\[ \hat{\mu}_{(ML)} = \frac{m}{\sum_{j=1}^{m} y_j^a} \]  

(24)

Now, suppose that \( x_1 \sim W(\alpha, \beta_1), x_2 \sim W(\alpha, \beta_2), \) \( x_3 \sim W(\alpha, \beta_3) \) and \( x_4 \sim W(\alpha, \beta_4) \) are strengths r.v.'s with the samples sizes \( n_1, n_2, n_3 \) and \( n_4 \) respectively, where \( (\beta_1, \beta_2, \beta_3, \beta_4) \) are the unknown scale parameters and suppose that \( y_1 \sim W(\alpha, \mu_1), y_2 \sim W(\alpha, \mu_2), y_3 \sim W(\alpha, \mu_3) \) and \( y_4 \sim W(\alpha, \mu_4) \) are the stresses r.v.'s with samples sizes \( m_1, m_2, m_3 \) and \( m_4 \) respectively, where \( (\mu_1, \mu_2, \mu_3, \mu_4) \) are unknown scale parameters.

By using the same way, the maximum likelihood estimators \( (\beta_1, \beta_2, \beta_3, \beta_4) \) and \( (\mu_1, \mu_2, \mu_3, \mu_4) \) are:

\[ \hat{\beta}_{(ML)} = \frac{n_3}{\sum_{i=1}^{n_3} x_i^a}, \delta = 1,2,3,4 \]  

(25)

and

\[ \hat{\mu}_{(ML)} = \frac{m_3}{\sum_{i=1}^{m_3} y_i^a}, \delta = 1,2,3,4 \]  

(26)

Substituting (25) and (26) in (18), the maximum likelihood estimator for reliability \( R \); \( \hat{R}_{(ML)} \); invariability will be as:

\[ \hat{R}_{(ML)} = \hat{R}_{1(ML)} + \hat{R}_{2(ML)} + \hat{R}_{3(ML)} + \hat{R}_{4(ML)} \]

(27)

3.2 Moments Estimation Method (Mo):

To derive method of the moments estimator parameters of WD, assume that \( x_i, i = 1,2,3,\ldots,n \) random sample have \( W(\alpha, \beta) \) distribution with the sample size \( n \), first step the mean population of \( W(\alpha, \beta) \), obtain by equation (4):[4]

\[ E(\alpha) = \frac{1}{\beta^{a}} \Gamma \left( 1 + \frac{1}{a} \right) \]

(28)

The second step equating mean sample with corresponding the mean population, then will get as:

\[ \frac{\sum_{i=1}^{n} x_i}{n} = \frac{1}{\beta^{a}} \Gamma \left( 1 + \frac{1}{a} \right) \]  

(29)

Then the moment estimator of \( \beta \) says \( \hat{\beta}_{(MO)} \) is:

\[ \hat{\beta}_{(MO)} = \left[ \Gamma \left( 1 + \frac{1}{a} \right) \right]^{\alpha} \]  

(30)
In the same manner, the moments estimator of unknown scale parameter \( \mu \); says \( \hat{\mu}_{(MO)} \); is:

\[
\hat{\mu}_{(MO)} = \left[ \frac{r(1 + \frac{1}{\delta})}{\bar{y}^2} \right]^{\alpha}
\]

(31)

Now, by using the same technique, the moments estimators of the unknown scale parameters \( (\beta_1, \beta_2, \beta_3) \) and \( (\mu_1, \mu_2, \mu_3) \) are:

\[
\hat{\beta}_{(MO)} = \left[ \frac{r(1 + \frac{1}{\delta})}{\bar{y}^2} \right], \delta = 1, 2, 3, 4
\]

(32)

and

\[
\hat{\mu}_{(MO)} = \left[ \frac{r(1 + \frac{1}{\delta})}{\bar{y}^2} \right], \delta = 1, 2, 3, 4
\]

(33)

Substitution (32) and (33) in (18), the moments estimator for reliability \( R_W \); says \( \hat{R}_{W(MO)} \); approximately will be as:

\[
\hat{R}_{W(MO)} = \hat{R}_{1(MO)} + \hat{R}_{2(MO)} + \hat{R}_{3(MO)} + \hat{R}_{4(MO)}
\]

\[
\left[ \frac{r(1 + \frac{1}{\delta})}{\bar{y}^2} \right]^2 \left[ \frac{r(1 + \frac{1}{\delta})}{\bar{y}^2} \right], \delta = 1, 2, 3, 4
\]

The 3.3 Least Squares Estimation Method (LS):

In this method, used the minimize equation to reduce the non-parametric \( \tilde{F} \) and parametric \( F \) distribution functions.[1]

The minimizing following equation: [6]

\[
S = \sum_{i=1}^{n} \left( \tilde{F}(x_i) - F(x_i) \right)^2
\]

(35)

Suppose that \( X_1, X_2, X_3, ..., X_n \) be a random sample have \( W(\alpha, \beta) \) distribution with the sample size \( n \). The procedure attempts to minimize the following function with respect to \( \alpha \) and \( \beta \) will get as:

\[
S(\alpha, \beta) = \sum_{i=1}^{n} \left( \tilde{F}(x_i) - (1 - e^{-\beta x_i^\alpha}) \right)^2
\]

(36)

To obtain the formula of \( F(x_i) \); use the equation (5)

\[
F(x_i) = 1 - e^{-\beta x_i^\alpha} - ln(1 - F(x_i)) = \beta x_i^\alpha
\]

(37)

On the other hand, since \( \tilde{F}(x_i) \) is unknown, it better to use \( \tilde{F}(x_{(i)}) \) as follows \( \tilde{F}(x_{(i)}) = P_i \)

and \( P_i \) is the plotting position where:

\[
P_i = \frac{i - \frac{1}{2}}{n}
\]

(38)

Here \( x_{(i)} \) is the \( i \): the order statistics of the random sample of the size \( n \) from WD.

Hence for the WD, to obtain the LS estimates \( \hat{\beta} \) of the parameter \( \beta \) can be define following the function from equation (36):

\[
S(\alpha, \beta) = \sum_{i=1}^{n} \left( q_i - \beta x_i^\alpha \right)^2
\]

(39)

Where \( q_i = -ln \left( 1 - \tilde{F}(x_{(i)}) \right) \)

By taking the derivative equation (39) with respect to the parameter \( \beta \) and equating result to zero:

\[
\frac{\partial S(\alpha, \beta)}{\beta} = \sum_{i=1}^{n} \left( q_i - \beta x_i^\alpha \right)(-x_i^\alpha) - \sum_{i=1}^{n} q_i x_i^\alpha
\]

(40)

\[
+ \beta \sum_{i=1}^{n} x_i^{2\alpha} = 0
\]

Then the least squares estimator of \( \beta \); says \( \hat{\beta}(LS) \), will get as:

\[
\hat{\beta}(LS) = \frac{\sum_{i=1}^{n} q_i x_i^\alpha}{\sum_{i=1}^{n} x_i^{2\alpha}}
\]

(41)

In the same way, the least squares estimator of unknown parameter \( \mu \); says \( \hat{\mu}(LS) \); is:

\[
\hat{\mu}(LS) = \frac{\sum_{i=1}^{n} q_i y_i^\alpha}{\sum_{i=1}^{n} y_i^{2\alpha}}
\]

(42)

Where \( \tilde{G}(y_j) = \frac{j}{m + 1} \); \( j = 1, 2, ..., m \) and \( q_j = -ln \left( 1 - \tilde{G}(y_j) \right) = -ln(1 - p_j) \)

Now, by using the same way, the last squares estimator of the unknown scale parameters \( (\beta_1, \beta_2, \beta_3) \) and \( (\mu_1, \mu_2, \mu_3) \) are:

\[
\hat{\beta}(LS) = \frac{\sum_{i=1}^{n} q_i x_i^\delta x_i^\alpha}{\sum_{i=1}^{n} x_i^{2\alpha}}, \delta = 1, 2, 3, 4
\]

(43)

and
\[ \hat{\mu}_i (LS) = \frac{\sum_{j=1}^m q_{i\delta} y_{j(i)}^\alpha}{\sum_{j=1}^m q_{i\delta} y_{j(i)}^\alpha} \quad \alpha = 1, 2, 3, 4 \] (44)

Substitution (43) and (44) in (18), the last squares estimator for reliability \( R_W \) says \( \hat{R}_{W(LS)} \); approximately will be as:

\[
\hat{R}_{W(LS)} = \hat{R}_{1(LS)} + \hat{R}_{2(LS)} + \hat{R}_{3(LS)} + \hat{R}_{4(LS)}
\]

\[
= \left[ \frac{\hat{\mu}_{1(LS)} + \hat{\mu}_{2(LS)}}{\hat{\beta}_{1(LS)} + \hat{\beta}_{2(LS)}} \right] \left[ \frac{\hat{\mu}_{2(LS)} + \hat{\mu}_{3(LS)}}{\hat{\beta}_{3(LS)} + \hat{\beta}_{3(LS)}} \right] \left[ \frac{\hat{\mu}_{3(LS)} + \hat{\beta}_{3(LS)}}{\hat{\beta}_{3(LS)} + \hat{\beta}_{3(LS)}} \right] \left[ \frac{\hat{\mu}_{3(LS)} + \hat{\beta}_{3(LS)}}{\hat{\beta}_{3(LS)} + \hat{\beta}_{3(LS)}} \right]
\]

Weighted Least Squares Estimation Method (WLS)

This method reflects the behavior of random errors in the model and it can be used with the functions that are either linear or nonlinear in parameters. It works by incorporating extra nonnegative weights or constants associated with all data point into the fitting criterion. The size of weight shows the precision of the information contained in associated observation. The method of weighted least squares can be used in minimizing the following equation [3]:

\[ Q = \sum_{i=1}^n W_i \left( \hat{F}(x_i) - F(x_i) \right)^2 \] (46)

Where:

\[ W_i = \frac{1}{\text{Var}[F(x_{i(i)})]} = \frac{(n+1)^2(n+2)}{i(n-i+1)}, i = 1, 2, \ldots, n \] (47)

Let a random sample \((x_1, x_2, x_4, \ldots, x_n)\) size \(n\) take from have \(W(\alpha, \beta)\) distribution. The procedure attempts to minimize the following function with respect to \(\alpha\) and \(\beta\) will get as:

\[ Q(\alpha, \beta) = \sum_{i=1}^n W_i \left( \hat{F}(x_i) - (1 - e^{-\beta x_i^\alpha}) \right)^2 \] (48)

As steps in equations (37) and (39) will get as:

\[ Q(\alpha, \beta) = \sum_{i=1}^n W_i (q_i - \beta x_i^\alpha)^2 \] (49)

By taking partial derivative to the equation (49) with respect to \(\beta\), and equating result to the zero we obtain:

\[ \frac{\partial Q(\alpha, \beta)}{\partial \beta} = \sum_{i=1}^n 2W_i (q_i - \beta x_i^\alpha) (-x_i^\alpha) \]

\[ \rightarrow - \sum_{i=1}^n W_i q_i x_i^\alpha + \beta \sum_{i=1}^n W_i x_i^2 \alpha = 0 \] (50)

The weighted least square estimator of \(\beta\); says \(\hat{\beta}(WLS)\):

\[ \hat{\beta}(WLS) = \frac{\sum_{i=1}^m W_i q_i x_{i(i)}^\alpha}{\sum_{i=1}^m W_i x_{i(i)}^{2 \alpha}} \] (51)

In the same technique, the weighted least squares estimator of unknown scale parameter \(\mu\); says \(\hat{\mu}(WLS)\); is:

\[ \hat{\mu}(WLS) = \frac{\sum_{i=1}^n W_i x_{i(i)} \delta}{\sum_{i=1}^n W_i \delta} \] (52)

Where:

\[ W_i = \frac{\text{Var}[G(y_{i(i)})]}{j(m-f+1) \cdots , j = 1, 2, \ldots, m} \]

Now, by using the same way, the weighted least squares estimators of the unknown scale parameters \((\beta_1, \beta_2, \beta_3)\) and \((\mu_1, \mu_2, \mu_3)\) are:

\[ \hat{\beta}(WLS) = \frac{\sum_{i=1}^n W_i q_i x_{i(i)}^\alpha}{\sum_{i=1}^n W_i x_{i(i)}^2 \alpha}, \delta = 1, 2, 3, 4 \] (53)

and

\[ \hat{\mu}(WLS) = \frac{\sum_{i=1}^n W_i x_{i(i)} \delta}{\sum_{i=1}^n W_i \delta}, \delta = 1, 2, 3, 4 \] (54)

Substitution (53) and (54) in (18), the weighted least squares estimator for reliability \(R_W\); says \(\hat{R}_{W(WLS)}\); approximately will be as:

\[ \hat{R}_{W(WLS)} = \hat{R}_{1(WLS)} + \hat{R}_{2(WLS)} + \hat{R}_{3(WLS)} + \hat{R}_{4(WLS)} \]

\[ = \left[ \frac{\hat{\mu}_1(WLS)}{\hat{\beta}_1(WLS)} + \frac{\hat{\mu}_2(WLS)}{\hat{\beta}_2(WLS)} + \frac{\hat{\mu}_3(WLS)}{\hat{\beta}_3(WLS)} \right] \]
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Regression Estimation Method (Rg):

Regression is conceptually the simple method for examining functional relations among variables. The relations are expressed in form of an equation or the model connecting the response variable "Y" and one "X" or more expository variables. The simple true relations can be approximated by the standard regression equation:

\( z_i = a + b u_i + e_i \)  

(56)

Where \( z_i \) is the dependent variable, \( u_i \) is the independent variable and \( e_i \) is error random variable independent.

Assume that \( x_1, x_2, \ldots, x_n \) random samples have \( W(\alpha, \beta) \) with the sample size \( n \).

Taking the natural logarithm to CDF [14], obtain by equation (5):

\[
F(x_i) = 1 - e^{-\beta x_i^\alpha}
\]

\[
(1 - F(x_i))^{-1} = e^{\beta x_i^\alpha}
\]

\[
\ln[(1 - F(x_i))^{-1}] = \beta x_i^\alpha
\]

Estimating \( F(x_{i(j)}) \) by \( P_i \) in equation (38)

\[
\ln[(1 - P_i)^{-1}] = \beta x_{i(j)}^\alpha
\]

Comparing the equation (57) with equation (56), we get:

\[
z_i = \ln[(1 - P_i)^{-1}], a = 0, b = \beta, u_i = x_{i(j)}^\alpha
\]

Where: \( i = 1, 2, \ldots, n \)

Where \( b \) can be estimated by the minimizing summation of the squared error with respect to \( b \), then we get:

\[
\hat{b} = \frac{n \sum_{i=1}^{n} x_i u_i - \sum_{i=1}^{n} x_i \sum_{j=1}^{n} u_j}{n \sum_{i=1}^{n} (u_i)^2 - \sum_{i=1}^{n} (u_i)^2}
\]

(59)

By substitution (58) in (59), the estimator for \( \beta \); says \( \hat{\beta}_{(Rg)} \); is:

\[
\hat{\beta}_{(Rg)} = \left( n \sum_{i=1}^{n} x_{(i)}^\alpha \ln[(1 - P_i)^{-1}] \right.
\]

\[
- \sum_{i=1}^{n} x_{(i)}^\alpha \sum_{i=1}^{n} \ln[(1 - P_i)^{-1}])
\]

\[
\sum_{i=1}^{n} \left[ x_{(i)}^\alpha \right]^2 - \sum_{i=1}^{n} x_{(i)}^\alpha
\]

(60)

In the same way, the regression estimator of unknown scale parameter \( \mu \); says \( \hat{\mu}_{(Rg)} \); is:

\[
\hat{\mu}_{(Rg)} = \left( m \sum_{j=1}^{m} y_{(j)}^\alpha \ln[(1 - P_j)^{-1}] \right.
\]

\[
- \sum_{j=1}^{m} y_{(j)}^\alpha \sum_{j=1}^{m} \ln[(1 - P_j)^{-1}])
\]

\[
\sum_{j=1}^{m} \left[ y_{(j)}^\alpha \right]^2 - \sum_{j=1}^{m} y_{(j)}^\alpha
\]

(61)

As in equation (58) where:

\( z_i = \ln[(1 - P_i)^{-1}] \), \( a = 0, b = \mu \), \( u_i = y_{(j)}^\alpha \)

\( j = 1, 2, \ldots, m \)

Now, by using the same way above, the regression estimators of the unknown scale parameters \( (\beta_1, \beta_2, \beta_3) \) and \( (\mu_1, \mu_2, \mu_3) \) are:

\[
\hat{\beta}_{(Rg)} = \left( n \sum_{i=1}^{n} x_{(i)}^\alpha \ln[(1 - P_i)^{-1}] \right.
\]

\[
- \sum_{i=1}^{n} x_{(i)}^\alpha \sum_{i=1}^{n} \ln[(1 - P_i)^{-1}])
\]

\[
\sum_{i=1}^{n} \left[ x_{(i)}^\alpha \right]^2 - \sum_{i=1}^{n} x_{(i)}^\alpha
\]

(62)

and

\[
\hat{\mu}_{(Rg)} = \left( m \sum_{j=1}^{m} y_{(j)}^\alpha \ln[(1 - P_j)^{-1}] \right.
\]

\[
- \sum_{j=1}^{m} y_{(j)}^\alpha \sum_{j=1}^{m} \ln[(1 - P_j)^{-1}])
\]

\[
\sum_{j=1}^{m} \left[ y_{(j)}^\alpha \right]^2 - \sum_{j=1}^{m} y_{(j)}^\alpha
\]

(63)

Substitution (62) and (63) in (18), the regression estimator for reliability \( R_W \); says \( \hat{R}_W{(Rg)} \); approximately will be as:
\[
R_{W(Pr)} = R_{1(Pr)} + R_{2(Pr)} + R_{3(Pr)} + R_{4(Pr)}
\]

\[
= \left[ \hat{\beta}_1(Pr) + \hat{\mu}_1(Pr) \right] \left[ \frac{\hat{\mu}_2(Pr)}{\beta_2(Pr) + \hat{\mu}_2(Pr)} \right] \left[ \hat{\beta}_3(Pr) + \hat{\mu}_3(Pr) \right] \left[ \frac{\hat{\mu}_3(Pr)}{\beta_3(Pr) + \hat{\mu}_3(Pr)} \right]
\]

**Percentile Estimation Method (Pr)**

The method was originally discovered by Kao (1958 – 1959). In case of Weibull distribution, let a random sample \( X_i ; i = 1, 2, 3, ..., n \) with size \( n \) have \( W(\alpha, \beta) \), it is possible to use this method to obtain the estimator unknown scale parameter \( \beta \), which is obtain from the CDF, defined in equation (5) [7]:

\[
F(x_i) = 1 - e^{-\beta x_i^\alpha}
\]

\[
\ln(1 - F(x_i)) = -\beta x_i^\alpha
\]

\[
x_i = \left( \frac{-\ln(1 - F(x_i))}{\beta} \right)^{\frac{1}{\alpha}}
\]

By taking partial derivative to the (66) with respect to \( \beta \), and equating the result to zero we obtain:

\[
\sum_{i=1}^{n} \left[ x_{(i)} - \left( \frac{-\ln(1 - p_i)}{\beta} \right)^{\frac{1}{\alpha}} \right] / \beta = 0
\]

The percentile estimator of \( \beta \); says \( \hat{\beta} \) becomes:

\[
\hat{\beta}_{(Pr)} = \left[ \frac{\sum_{i=1}^{n} \left[ (-\ln(1 - p_i))^2 / \beta \right]}{\sum_{i=1}^{n} (x_{(i)}(-\ln(1 - p_i))^3 / \beta)} \right]^{\frac{1}{\alpha}}
\]

In the name way above, the percentile estimator of the unknown parameter \( \beta \); says \( \hat{\mu} \) is:

\[
\hat{\mu}_{(Pr)} = \left[ \frac{\sum_{i=1}^{n} \left[ (-\ln(1 - p_i))^2 / \beta \right]}{\sum_{i=1}^{n} (x_{(i)}(-\ln(1 - p_i))^3 / \beta)} \right]^{\frac{1}{\alpha}}
\]

Now, by using the same manner, the percentile estimators of the unknown scale parameter \( (\beta_1, \beta_2, \beta_3) \) and \( (\hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3) \) are:

\[
\hat{\beta}_\delta(Pr) = \left[ \frac{\sum_{i=1}^{n} \left[ (-\ln(1 - p_i))^\delta / \beta \right]}{\sum_{i=1}^{n} (x_{(i)}(-\ln(1 - p_i))^\delta / \beta)} \right]^{\frac{1}{\alpha}}, \delta = 1, 2, 3, 4
\]

and

\[
\hat{\mu}_\delta(Pr) = \left[ \frac{\sum_{i=1}^{n} \left[ (-\ln(1 - p_i))^\delta / \beta \right]}{\sum_{i=1}^{n} (x_{(i)}(-\ln(1 - p_i))^\delta / \beta)} \right]^{\frac{1}{\alpha}}, \delta = 1, 2, 3, 4
\]

Substitution (69) and (70) in (18), the Percentile estimator for reliability \( R_W \); says \( R_{W(Pr)} \) approximately will be as:

\[
R_{(Pr)} = R_{1(Pr)} + R_{2(Pr)} + R_{3(Pr)} + R_{4(Pr)}
\]

\[
= \left[ \hat{\beta}_1(Pr) + \hat{\mu}_1(Pr) \right] \left[ \frac{\hat{\mu}_2(Pr)}{\beta_2(Pr) + \hat{\mu}_2(Pr)} \right] \left[ \hat{\beta}_3(Pr) + \hat{\mu}_3(Pr) \right] \left[ \frac{\hat{\mu}_3(Pr)}{\beta_3(Pr) + \hat{\mu}_3(Pr)} \right]
\]

\[
\sum_{i=1}^{n} \left[ x_{(i)} - \left( \frac{-\ln(1 - p_i)}{\beta} \right)^{\frac{1}{\alpha}} \right] / \beta = 0
\]

\[
\sum_{i=1}^{n} \left[ (x_{(i)} - \hat{\beta})^{\frac{1}{\alpha}}(-\ln(1 - p_i))^3 / \beta \right] = 0
\]

**THE EXPERIMENTAL STUDY**

We simulate the outputs of all three estimating methods by using MSE. Study of simulation is replicated several times (500) so that the samples
of three sizes (small, moderate and large) are independently collected.

**Algorithm of Simulation**

The simulation algorithms are written for estimating R using MATLAB program, according to the following steps:

1. The random sample
   
   \( (x_{11}, x_{12}, \ldots, x_{1r_1}), (x_{21}, x_{22}, \ldots, x_{2r_2}), (x_{31}, x_{32}, \ldots, x_{3r_3}) \)

   and
   
   \( (y_{11}, y_{12}, \ldots, y_{1v_1}), (y_{21}, y_{22}, \ldots, y_{2v_2}), (y_{31}, y_{32}, \ldots, y_{3v_3}) \)

   of size
   
   \( (r_1, r_2, r_3, v_1, v_2, v_3) = (15, 15, 15, 15, 15), (45, 45, 45, 45, 45, 45) \)

   and \( (95, 95, 95, 95, 95, 95) \) are generated from Weibull distribution.

2. Selected the values of parameters for 6 experiments \((\beta_1, \beta_2, \beta_3, \mu_1, \mu_2, \mu_3)\) in the Table 1:

3. Parameters \(\beta_1, \beta_2, \beta_3, \mu_1, \mu_2, \mu_3\) were estimated (ML, MO, LS, WLS, Rg and Pr) in equations:

   (25), (26), (32), (33), (43), (44), (53), (54), (62), (63), (69) and (70), respectively.

4. R was estimated in equations: (27), (34), (45), (55), (64) and (71).

5. Calculate the mean by Mean = \( \frac{\sum_{i=1}^{L} R_i}{L} \)

6. The last stage is to use the "Mean square Error" to assess the results of the seven estimation methods:

   \[ \text{MSE}(\hat{R}) = \frac{1}{L} \sum_{i=1}^{L} (\hat{R}_i - R)^2 \]

**Table 1. Values of parameters and Reliability, such that \( \alpha = 0.1 \).**

**Table 2. Values MSE and Mean for 6 experiments.**

**SIMULATION RESULTS:**

After applying the previous steps of R for sample size

\((r_1, r_2, r_3, v_1, v_2, v_3) = (15, 15, 15, 15, 15), (95, 95, 95, 95, 95, 95) \) and (45, 45, 45, 45, 45, 45)
CONCLUSIONS
These conclusions according to the simulation study results:

1. We concluded from the Table 1.
   I. With increasing value of parameter β, reliability is decreasing.
   II. With the increasing value of parameter μ, reliability is increased.
   III. With the decreasing value of K/M, reliability is increased.
   IV. With the increasing value of parameter β and parameter μ, reliability is increased.
   V. With the decreasing value of parameter β, the decreasing value of parameter μ and the increasing value of K/M, reliability is increased.

2. We concluded from the Table 2 the best estimator for R is ML for 6 experiments and different sample sizes.
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