Image Processing of SEM Image Nano Silver Using K-means MATLAB Technique
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Abstract
Nanotechnology is one of the non-exhaustive applications in which image processing is used. For optimal nanoparticle visualization and characterization, the high resolution Scanning Electron Microscope (SEM) and the Atomic Force Microscope (AFM) are used. Image segmentation is one of the critical steps in nanoscale processing. There are also different ways to reach retail, including statistical approximations. In this study; we used the K-means method to determine the optimal threshold using statistical approximation. This technique is thoroughly studied for the SEM nanostructure Silver image. Note that, the image obtained by SEM is good enough to analyze more recently images. The analysis is being used in the field of nanotechnology. The K-means algorithm classifies the data set given to k groups based on certain measurements of certain distances. K-means technology is the most widely used among all clustering algorithms. It is one of the common techniques used in statistical data analysis, image analysis, neural networks, classification analysis and biometric information. K-means is one of the fastest collection algorithms and can be easily used in image segmentation. The results showed that K-means is highly sensitive to small data sets and performance can degrade at any time. When exposed to a huge data set such as 100,000, the performance increases significantly. The algorithm also works well when the number of clusters is small. This technology has helped to provide a good performance algorithm for the state of the image being tested.
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sion of less than 100 nanometers. In order to visualize and characterize this type of nanostructured material, the high resolution Scanning Electron Microscope (SEM) and Atomic Force Microscopy (AFM) are ideally used [1]. The images are widely analyzed and processed to obtain quantitative and quantitative information on many physical properties including size, length, density, surface morphology, texture and roughness. Although the images obtained from SEM and AFM are good enough to analyze the properties above, it cannot be analyzed in a raw image format as the abstract images. Thus, the raw image must undergo a number of pre-processing techniques for the image to facilitate the researcher's search process and also to obtain the correct information [2-4]. Pre-processing steps aim at improving contrast, background subtraction, restoration, and compression.

Segmentation of images is one of the most important techniques in image processing. It is a pre-processing step in image analysis, computer vision, and pattern recognition [5]. The process of splitting a digital image into multiple regions is called segmentation of images. Segmentation of images is commonly used to identify objects and borders in images. The result of a segmentation of image is a set of segments that includes the entire image, or a set of contours extracted from the image. All pixels are connected to an area with respect to certain characteristics or calculated properties, such as color, density, or texture [6]. Adjacent areas differ significantly in relation to the same characteristics [7].

Image clustering is a good technique used to segment images. After extracting features, these features are put together in clusters separate groups well based on each category of image. The clustering algorithm aims to develop partitioning decisions based on the initial set of groups that are updated after iteration [8]. This paper focused on the K-mean clustering and its procedures. The performance of the algorithms is tested with real images of 20 nm SEM image of nano silver.

Materials and Methods
K-means
The term k-means was first used by James Mac Queen in 1967 [9], although the idea dates back to Hugo Steinhaus in 1957 [10]. The standard algorithm was first proposed by Stuart Lloyd in 1957 as a method of pulse code formation, although it was not published outside Bell Labs until 1982 [11]. In 1965, E. W. Forgy published the same method, which is why it is sometimes referred to as Lloyd-Forgy [12]. K-means clustering is an algorithm that classifies the given data set to k clusters groups based on certain measurements for some specific distance. K-means is the most widely used and studied among all clustering algorithms. K-means is one of the simplest unsupervised learning algorithms for solving a well-known clustering problem. The procedure follows a simple and easy way to classify a given data set through a certain number of clusters fixed a priori. The main idea is to determine k centroids, one for each cluster set. These centroids must be placed in a cunning manner because of the different location causing a different result. So, the best option is to put them as far as possible far away from each other. The next step is to take each point that belongs to a particular data set and associate it with the nearest centroid point. When there is no pending point, the first step is completed and an early age is implemented for the group. At this stage, we need to recalculate k new centroids as bar centers of clusters resulting from the previous step. After we get these k new middle points, The new binding must be made between the same data set points and the nearest new central point. A loop has been created. As a result of this loop we may observe that k centroids change their position step by step until no changes are made.

The clustering method is currently used to segmenting large scale images. Clustering is one of the unsupervised learning mode in which a set of essentials is separated into standardized groups. There are different types of clustering: hierarchical clustering, Fuzzy C-mean clustering, K-means clustering. K-means is one of the most generally techniques used clustering in various applications [13].
K-means clustering is a partition based cluster analysis method. K-means is a clustering technology that has been widely applied to solve low-level image segmentation tasks. The choice of primary cluster centers is very important because this prevents the clustering algorithm from producing incorrect decisions. The most common initialization procedure chooses the initial cluster center randomly from the input data [8]. K-means is the most important flat clustering algorithm. Its goal is to reduce the average square euclidean space of documents from their cluster centers where a cluster center is defined as the mean or centroid point \( \mu \) of central documents in the \( \omega \) group [14]:

\[
\mu(\omega) = \frac{1}{|\omega|} \sum_{x \in \omega} x
\]

A measure of the extent to which the middle coasts (centroids) represent the members of their clue residual sum of lers is the residual sum of squares (RSS), and the square distance of each center-bound square collected on all vectors [14]:

\[
RSS_k = \sum_{x \in \omega_k} (x - \mu(\omega_k))^2
\]

\[
RSS = \sum_{k=1}^{K} RSS_k
\]

RSS is the objective function in K-means and our goal is to reduce it. Since N is fixed, reducing RSS is equivalent to reducing the mean square distance, a measure of how centroids are represented in their documents. The first step of K-means is to choose, as a cluster K randomly selected documents the seeds. The algorithm then moves seeds the cluster centers around in space in order to reduce RSS [14].

Procedure
K-means is one of the fastest clustering algorithms and can be easily used in image segmentation. We will process the K-means algorithm as the most accurate of the other clustering algorithms, where K-means is one of the clustering techniques used to classify characteristics by giving a set of values and trying to divide them into K clusters groups based on the basis of some analogues. We need to enter the number of expected elements initially. This algorithm is based on making the intraset distance as small as possible and making the intreset distance as large as possible. The intraset distance and the intreset distance mean that the intraset distance represents the extent of the divergence between the patterns of one class, and the accuracy of the classification depends on the least intraset distance within the group. Where the lowest intraset distance within the class gives the accuracy classification, while the internal distance means the extent of the distance between each categories of the other and the most accurate classification depends on the far distance. The algorithm is defined as follows:

1. Read SEM image of nano Silver and convert the three-dimensional image to two-dimensional.
2. Assume that the cluster numbers are (2, 4, 6, 8, 10 and 12).
3. Take the value of K-means iteration = 10.
4. Assume the locations of cluster centers randomly.
5. Define the distances and labels in relation to features and cluster group numbers.
6. Find the centers of each cluster group, the cluster points and the new cluster centers.
7. Show resulting images with histograms.

Results and Discussion
K-means clustering is one of the common algorithms in clustering and segmentation technique. The K-means segmentation treats each pixel image (with RGB values) as a feature point that has a location in space. Thus, the basic K-means algorithm then arbitrarily locates, and this number of cluster group centers is in a multidimensional measurement space. Each point is then assigned to the cluster that has the nearest arbitrary vector. The procedure continues until there is no significant change in the intermediate vectors location of the class
between successive iterations of the algorithms. In this theoretical study, the performance of K-means algorithms is tested with the real images of SEM nano Silver 20 nm shown below in Figure 1.

![Real SEM Image of Nano Silver 20 nm.](image)

Figure 1: Real SEM Image of Nano Silver 20 nm.

The characteristics of the materials used in this study are: Silver nano particles, AG 20 nm, Spherical, 99.99%, metal basis 1. CAS No.:7440-22-4. 2. Appearance: grey black solid powder 3. Apparent Density: 0.97g/ml 4. Tap Density: 2.16g/ml 5. COA of 20 nm sized silver nano particles. The original SEM image that was tested from the nanoSilver appears in Figure 2. All results are tested with the high performance language of technical computing, MATLAB R2018a. Figure 2 show the original tested SEM image of nano Silver with its histogram.

![Original tested SEM image of nano Silver with its histogram.](image)

Figure 2: Original tested SEM image of nano Silver with its histogram.

In Figure 3, after using the statistical approach we get image segmentation. Where, we fit the background and background histogram for the Gaussian curves then the parameters are found.

![Background tested SEM image of nano Silver with its histogram.](image)

Figure 3: Background tested SEM image of nano Silver with its histogram.

Figure 4, optimization was found by solving a set of equations using several parameters of a mixture of two Gaussian distribution to deter-
mine the optimum threshold using the statistical approach.

Figure 4: Segmentation by thresholding. The gray threshed of tested SEM image of nano Silver with its histogram.

Figures (5-10), we used the K-means method (cluster numbers= 2, 4, 6, 8, 10 and 12) to determine the optimum threshold using the statistical approach.

Figure 5: Segmentation by K-means for tested SEM image of nano Silver using cluster numbers= 2 with its histogram.

Figure 6: Segmentation by K-means for tested SEM image of nano Silver using cluster numbers= 4 with its histogram.
Figure 7: Segmentation by K-means for tested SEM image of nano Silver using cluster numbers= 6 with its histogram.

Figure 8: Segmentation by K-means for tested SEM image of nano Silver using cluster numbers= 8 with its histogram.

Figure 9: Segmentation by K-means for tested SEM image of nano Silver using cluster numbers= 10 with its histogram.


Figure 10: Segmentation by K-means for tested SEM image of nano Silver using cluster numbers= 12 with its histogram.

Conclusion

1. One of the most important treatments on images is image cutting, K-means and more algorithms. Image classification accuracy is the classification algorithm, which gives high accuracy because it depends on the correction centers in each implementation cycle.

2. By increasing the dimensions of the image, the effect of deleting some elements on the images is reduced, despite the increase in the number of deleted items, which are not important properties in the images. This feature is useful in exploiting these elements in certain applications, such as data security applications, and sending them across networks.

3. If the sum of the absolute difference in the binary Gaussian distribution is less than the sum of the absolute difference, the K-means method of the initial Gaussian distribution, we apply the image segmentation by non-directional classification, the image segmentation technique.

4. The initial assembly will determine the algorithm dramatically. Therefore, the initial compilation should be based on some reasonable assumptions.

5. The number of clusters group k should be determined initially, and the initial conditions must be appropriate because the K-means algorithm is very sensitive to the initial conditions. Different initial conditions may produce different results that eventually affect the algorithm to a large extent.

6. In K-means technology we can get multiple segments according to our cluster group size. Increase performance according to cluster sizes. The more cluster size is the more accuracy ratio.

7. K-means clustering technology can be used for better performance in applications such as face recognition and video retrieval. In different ways, the performance of the traditional K-means clustering group can be improved. Perhaps, the performance of most of the algorithm depends primarily on selected cluster centers.

By properly repairing the cluster centers by knowing the domain, or any other means, the time of convergence can be improved with accuracy. So here is the point of finding a better mechanism for reforming cluster centers through prior knowledge.
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